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Cognitive radio is a revolutionary paradigm to migrate the spectrum scarcity problem in wireless networks. In cognitive radio networks, collaborative spectrum sensing is considered as an effective method to improve the performance of primary user detection. For current collaborative spectrum sensing schemes, secondary users are usually assumed to report their sensing information honestly. However, compromised nodes can send false sensing information to mislead the system. In this paper, we study the detection of untrustworthy secondary users in cognitive radio networks. We first analyze the case when there is only one compromised node in collaborative spectrum sensing schemes. Then we investigate the scenario that there are multiple compromised nodes. Defense schemes are proposed to detect malicious nodes according to their reporting histories. We calculate the suspicious level of all nodes based on their reports. The reports from nodes with high suspicious levels will be excluded in decision-making. Compared with existing defense methods, the proposed scheme can effectively differentiate malicious nodes and honest nodes. As a result, it can significantly improve the performance of collaborative sensing. For example, when there are 10 secondary users, with the primary user detection rate being equal to 0.99, one malicious user can make the false alarm rate ($P_f$) increase to 72%. The proposed scheme can reduce it to 5%. Two malicious users can make $P_f$ increase to 85% and the proposed scheme reduces it to 8%.

1. Introduction

Nowadays the available wireless spectrum becomes more and more scarce due to increasing spectrum demand for new wireless applications. It is obvious that current static frequency allocation policy cannot meet the needs of emerging applications. Cognitive radio networks [1–3], which have been widely studied recently, are considered as a promising technology to migrate the spectrum shortage problem. In cognitive radio networks, secondary users are allowed to opportunistically access spectrums which have already been allocated to primary users, given that they do not cause harmful interference to the operation of primary users. In order to access available spectrums, secondary users have to detect the vacant spectrum resources by themselves without changing the operations of primary users. Existing detection schemes include matched filter, energy detection, cyclostationary detection, and wavelet detection [2–6]. Among these schemes, energy detection is commonly adopted because it does not require a priori information of primary users.

It is known that wireless channels are subject to fading and shadowing. When secondary users experience multipath fading or happen to be shadowed, they may fail to detect the existence of primary signal. As a result, it will cause interference to primary users if they try to access this occupied spectrum. To cope with this problem, collaborative spectrum sensing [7–12] is proposed. It combines sensing results of multiple secondary users to improve the probability of primary user detection. There are many works that address the cooperative spectrum sensing schemes and challenges. The performance of hard-decision combining scheme and soft-decision combining scheme is investigated in [7, 8]. In these schemes, all secondary users send sensing reports to a common decision center. Cooperative sensing can also be done in a distributed way, where secondary users collect reports from their neighbors and make the decision
individually [13–15]. Optimized cooperative sensing is studied in [16, 17]. When the channel that forwards sensing observations experiences fading, the sensing performance degrades significantly. This issue is investigated in [18, 19]. Furthermore, energy efficiency in collaborative spectrum sensing is addressed in [20].

There are some works that address the security issues of cognitive radio networks. Primary user emulation attack is analyzed in [21, 22]. In this attack, malicious users transmit fake signals which have similar feature of primary signal. In this way attacker can mislead legitimate secondary users to believe that primary user is present. The defense scheme in [21] is to identify malicious user by estimating location information and observing received signal strength (RSS). In [22], it uses signal classification algorithms to distinguish primary signal and secondary signal. Primary user emulation attack is an outsider attack, targeting both collaborative and noncollaborative spectrum sensing. Another type of attack is insider attack that targets collaborative spectrum sensing. In current collaborative sensing schemes, secondary users are often assumed to report their sensing information honestly. However, it is quite possible that wireless devices are compromised by malicious parties. Compromised nodes can send false sensing information to mislead the system.

A natural defense scheme [23] is to change the decision rule. The revised rule is, when there are $k - 1$ malicious nodes, the decision result is on only if there are at least $k$ nodes reporting on. However, this defense scheme has three disadvantages. First, the scheme does not specify how to estimate the number of malicious users, which is difficult to measure in practice. Second, the scheme will not work in soft-decision case, in which secondary users report sensed energy level instead of binary hard decisions. Third, the scheme has very high false alarm rate when there are multiple attackers. This will be shown by the simulation results in Section 4. The problem of dishonest users in distributed spectrum sensing is discussed in [24]. The defense scheme in this work requires secondary users to collect sensing reports from their neighbors when confirmative decision cannot be made. The scheme is also only applied to hard-decision reporting case. Finally, current security issues in cognitive radio networks, including attacks and corresponding defense schemes, are concluded in [25].

In this paper, we develop defense solutions against one or multiple malicious secondary users in soft-decision reporting collaborative spectrum sensing. We first analyze the single malicious user case. The suspicious level of each node is estimated by their reporting histories. When the suspicious level of a node goes beyond certain threshold, it will be considered as malicious and its report will be excluded in decision-making. Then, we extend this defense method to handle multiple attackers by using an “onion-peeling approach.” The idea is to detect malicious users in a batch-by-batch way. The nodes are classified into two sets, honest set and malicious set. Initially all users are assumed to be honest. When one node is detected to be malicious according to its accumulated suspicious level, it will be moved into malicious set. The way to calculate suspicious level will be updated when the malicious node set is updated. This procedure continues until no new malicious node can be found.

Extensive simulations are conducted. We simulate the collaborative sensing scheme without defense, the straightforward defense scheme in [23], and the proposed scheme with different parameter settings. We observe that even a single malicious node can significantly degrade the performance of spectrum sensing when no defense scheme is employed. And multiple malicious nodes can make the performance even much worse. Compared with existing defense methods, the proposed scheme can effectively differentiate honest nodes from malicious nodes and significantly improve the performance of collaborative spectrum sensing. For example, when there are 10 secondary users, with the primary user detection rate being equal to 0.99, one malicious user can make the false alarm rate ($P_f$) increase to 72%. While a simple defense scheme can reduce $P_f$ to 13%, the proposed scheme reduces it to 5%. Two malicious users can make $P_f$ increase to 85%, the simple defense scheme can reduce $P_f$ to 23%, the proposed scheme reduces it to 8%. We study the scenario that malicious nodes dynamically change their attack behavior. Results show that the scheme can effectively capture the dynamic change of nodes. For example, if a node behaves well for a long time and suddenly turns bad, the proposed scheme rapidly increases the suspicious level of this node. If it only behaves badly for a few times, the proposed scheme allows slow recovery of its suspicious level.

The rest of paper is organized as follows. Section 2 describes the system model. Attack models and the proposed scheme are presented in Section 3. In Section 4, simulation results are demonstrated. Conclusion is drawn in Section 5.

2. System Model

Studies show that collaborative spectrum sensing can significantly improve the performance of primary user detection [7, 8]. While most collaborative spectrum sensing schemes assume that secondary users are trustworthy, it is possible that attackers compromise cognitive radio nodes and make them send false sensing information. In this section, we describe the scenario of collaborative spectrum sensing and present two attack models.

2.1. Collaborative Spectrum Sensing. In cognitive radio networks, secondary users are allowed to opportunistically access available spectrum resources. Spectrum sensing should be performed constantly to check vacant frequency bands. For the detection based on energy level, spectrum sensing performs the hypothesis test

$$y_i = \begin{cases} n_i & \text{if channel is idle}, \\ h_i s_n_i & \text{if channel is busy}, \end{cases}$$

where $y_i$ is the sensed energy level at the $i$th secondary user, $s$ is the signal transmitted by the primary user, $n_i$ is the additive white Gaussian noise (AWGN), and $h_i$ is the channel gain from the primary transmitter to the $i$th secondary user.

We denote by $Y_i$ the sensed energy for the $i$th cognitive user in $T$ time slots, $y_i$ the received signal-to-noise ratio
(SNR), and $TW$ the time-bandwidth product. According to [7], $Y_i$ follows centralized $\chi^2$ distribution under $H_0$ and noncentralized $\chi^2$ distribution under $H_1$:

$$Y_i \sim \begin{cases} \chi^2_{TW}, & H_0, \\ \chi^2_{TW}(2\gamma_i), & H_1. \end{cases}$$

(2)

From (2), we can see that under $H_0$ the probability $P(Y_i = y_i \mid H_0)$ depends on $TW$ only. Under $H_1$, $P(Y_i = y_i \mid H_1)$ depends on $TW$ and $\gamma_i$. Recall that $y_i$ is the received SNR of secondary user $i$, which can be estimated according to path loss model and location information.

By comparing $y_i$ with a threshold $\lambda_i$, secondary user makes a decision about whether the primary user is present. As a result, the detection probability $P_d^i$ and false alarm probability $P_f^i$ are given by

$$P_d^i = P(y_i > \lambda_i \mid H_1),$$

(3)

$$P_f^i = P(y_i > \lambda_i \mid H_0),$$

(4)

respectively.

Notice that (3) and (4) are detection rate and false rate for single secondary user. In practice it is known that wireless channels are subject to multipath fading or shadowing. The performance of spectrum sensing degrades significantly when secondary users experience fading or happen to be shadowed [7, 8]. Collaborative sensing is proposed to alleviate this problem. It combines sensing information of several secondary users to make more accurate detection. For example, considering collaborative spectrum sensing with $N$ secondary users. When OR-rule, that is, the detection result of primary user is on if any secondary user reports on, is the decision rule, the detection probability and false-alarm probability for collaborative sensing are [7, 8]

$$Q_d = 1 - \prod_{i=1}^{N} (1 - P_d^i),$$

(5)

$$Q_f = 1 - \prod_{i=1}^{N} (1 - P_f^i),$$

(6)

respectively. A scenario of collaborative spectrum sensing is demonstrated in Figure 1. We can see that with OR rule, decision center will miss detect the existence of primary user only when all secondary users miss detect it.

2.2. Attack Model. The compromised secondary users can report false sensing information to the decision center. According to the way they send false sensing reports, attackers can be classified into two categories: selfish users and malicious users. The selfish users report yes or high energy level when their sensed energy level is low. In this way they intentionally cause false alarm such that they can use the available spectrum and prevent others from using it. The malicious users report no or low signal level when their sensed energy is high. They will reduce the detection rate, which yields more interference to the primary user. When the primary user is not detected, the secondary users may transmit in the occupied spectrum and interfere with the transmission of the primary user. In this paper, we investigate two attack models, False Alarm (FA) Attack and False Alarm & Miss Detection (FAMD) Attack, as presented in [26, 27].

In energy spectrum sensing, secondary users send reports to decision center in each round. Let $X_n(t)$ denote the observation of node $n$ about the existence of the primary user at time slot $t$. The attacks are modeled by three parameters: the attack threshold ($\eta$), attack strength ($\Delta$), and attack probability ($P_a$). The two attack models are the following.

(i) False Alarm (FA) Attack: for time slot $t$, if sensed energy $X_n(t)$ is higher than $\eta$, it will not attack in this round, and just report $X_n(t)$; otherwise it will attack with probability $P_a$ by reporting $X_n(t) + \Delta$. This type of attack intends to cause false alarm.

(ii) False Alarm & Miss Detection (FAMD) Attack: for time slot $t$, attacker will attack with probability $P_a$. If it does not choose to attack this round, it will just report $X_n(t)$; otherwise it will compare $X_n(t)$ with $\eta$. If $X_n(t)$ is higher than $\eta$, the attacker reports $X_n(t) - \Delta$; Otherwise, it reports $X_n(t) + \Delta$. This type of attack causes both false alarm and miss detection.

3. Secure Collaborative Sensing

In this paper, we adopt the centralized collaborative sensing scheme in which $N$ cognitive radio nodes report to a common decision center. Among these $N$ cognitive radio nodes, one or more secondary users might be compromised by attackers. We first study the case when only one secondary node is malicious. By calculating the suspicious level, we propose a scheme to detect malicious user according to their report histories. Then we extend the scheme to handle multiple attackers. As we will discuss later, malicious users can change their attack parameters to avoid being detected, so the optimal attack strategy is also analyzed.

3.1. Single Malicious User Detection. In this section, we assume that there is at most one malicious user. Define

$$\pi_n(t) = P(T_n = M \mid \mathcal{F}_t)$$

(7)

as the suspicious level of node $n$ at time slot $t$, where $T_n$ is the type of node, which could be H(Honest) or M(Malicious), and $\mathcal{F}_t$ is observations collected from time slot 1 to time slot $t$. By applying Bayesian criterion, we have

$$\pi_n(t) = \frac{P(\mathcal{F}_t \mid T_n = M)P(T_n = M)}{\sum_{j=1}^{N} P(\mathcal{F}_t \mid T_j = M)P(T_j = M)}.$$  

(8)

Suppose that $P(T_n = M) = \rho$ for all nodes. Then, we have

$$\pi_n(t) = \frac{P(\mathcal{F}_t \mid T_n = M)}{\sum_{j=1}^{N} P(\mathcal{F}_t \mid T_j = M)}.$$  

(9)
It is easy to verify
\[ P(\mathcal{F}_t \mid T_n = M) \]
\[ = \prod_{\tau=1}^t P(X(\tau) \mid T_n = M, \mathcal{F}_{\tau-1}) \]
\[ = \prod_{\tau=1}^t \left[ \prod_{j=1,j \neq n}^N P(X_j(\tau) \mid T_j = H) \right] P(X_n(\tau) \mid \mathcal{F}_{\tau-1}) \]
\[ = \prod_{\tau=1}^t \rho_n(\tau), \]  
(10)

where
\[ \rho_n(t) = P(X_n(\tau) \mid \mathcal{F}_{\tau-1}) \prod_{j=1,j \neq n}^N P(X_j(\tau) \mid T_j = H), \]  
(11)

which represents the probability of reports at time slot \( t \) conditioned that node \( n \) is malicious. Note that the first equation in (10) is obtained by repeatedly applying the following equation:
\[ P(\mathcal{F}_t \mid T_n = M) \]
\[ = P(X(t) \mid T_n = M, \mathcal{F}_{t-1}) P(\mathcal{F}_{t-1} \mid T_n = M). \]  
(12)

Let \( p_B \) and \( p_I \) denote the observation probabilities under busy and idle states, respectively, that is,
\[ p_I(X_j(t)) = P(X_j(t) \mid S(t) = I), \]
\[ p_B(X_j(t)) = P(X_j(t) \mid S(t) = B). \]  
(13)

Note that calculation in (13) is based on the fact that the sensed energy level follows centralized \( \chi^2 \) distribution under \( H_0 \) and noncentralized \( \chi^2 \) distribution under \( H_1 \) [7]. The \( \chi^2 \) distribution is stated in (2), in which the channel gain \( \chi \) should be estimated based on (i) the distance between the primary transmitter and secondary users and (ii) the path loss model. We assume that the primary transmitter (TV tower, etc.) is stationary and the position of secondary users can be estimated by existing positioning algorithms [28–32]. Of course, the estimated distance may not be accurate. In Section 4.5, the impact of distance estimation error on the proposed scheme will be investigated.

Therefore, the honest user report probability is given by
\[ P(X_j(t) \mid T_j = H) \]
\[ = P(X_j(t), S(t)_B \mid T_j = H) + P(X_j(t), S(t)_I \mid T_j = H) \]
\[ = p_B(X_j(t)) q_B(t) + p_I(X_j(t)) q_I(t). \]  
(14)

The malicious user report probability, \( P(X_n(t) \mid \mathcal{F}_{t-1}) \), depends on the attack model. When FA attack is adopted, there are two cases that malicious user will report \( X_n(t) \) in round \( t \). In the first case, \( X_n(t) \) is the actual sensed result, which means that \( X_n(t) \) is greater than \( \eta \). In the second case, \( X_n(t) \) is the actual sensed result plus \( \Delta \). So the actual sensed energy is \( X_n(t) - \Delta \) and is less than \( \eta \). In conclusion, the malicious user report probability under FA is,
\[ P(X_n(t) \mid \mathcal{F}_{t-1}) \]
\[ = P(X_n(t), S(t)_B \mid \mathcal{F}_{t-1}) + P(X_n(t), S(t)_I \mid \mathcal{F}_{t-1}) \]
\[ = p_B(X_n(t)) P(X_n(t) \geq \eta) q_B(t) \]
\[ + p_I(X_n(t)) P(X_n(t) \geq \eta) q_I(t) \]
\[ + p_I(X_n(t) - \Delta) P(X_n(t) < \eta + \Delta) q_I(t). \]  
(15)

Similarly, when FAMD attack is adopted,
\[ P(X_n(t) \mid \mathcal{F}_{t-1}) \]
\[ = P(X_n(t), S(t)_B \mid \mathcal{F}_{t-1}) + P(X_n(t), S(t)_I \mid \mathcal{F}_{t-1}) \]
\[ = p_B(X_n(t) + \Delta) P(X_n(t) \geq \eta - \Delta) q_B(t) \]
\[ + p_B(X_n(t) - \Delta) P(X_n(t) < \eta + \Delta) q_B(t) \]
\[ + p_I(X_n(t) + \Delta) P(X_n(t) \geq \eta - \Delta) q_I(t) \]
\[ + p_I(X_n(t) - \Delta) P(X_n(t) < \eta + \Delta) q_I(t). \]  
(16)

In (14)–(16), \( q_B(t) \) and \( q_I(t) \) are the priori probabilities of whether the primary user is present or not, which can be obtained under a two-state Markov chain model [33]. The observation probabilities, \( p_B(X_j(t)) \), \( p_B(X_n(t) - \Delta) \), and other similar terms can be calculated by (13). \( P(X_n(t) \geq \eta) \), \( P(X_n(t) < \eta + \Delta) \), and similar terms, are detection probabilities or false alarm probabilities, which can be evaluated under specific path loss model [7, 8]. Therefore, we can calculate the value of \( \rho_n(t) \) in (11) as long as \( \Delta, \eta, \)
\( q_B(t), q_H(t), TW, \) and \( \gamma_i \) are known or can be estimated. In this derivation, we assume that the common receiver has the knowledge of the attacker’s policy. This assumption allows us to obtain the performance upper bound of the proposed scheme and reveal insights of the attack/defense strategies. In practice, the knowledge about the attacker’s policy can be obtained by analyzing previous attacking behaviors. For example, if attackers were detected previously, one can analyze the reports from these attackers and identify their attack behavior and parameters. Investigation on the unknown attack strategies will be investigated in the future work.

The computation of \( \pi_n(t) \) is given by

\[
\pi_n(t) = \frac{\prod_{t=1}^{t} \rho_n(t)}{\sum_{j=1}^{N} \prod_{t=1}^{t} \rho_j(t)}.
\]

(17)

We convert suspicious level \( \pi_n(t) \) into trust value \( \phi_n(t) \) as

\[
\phi_n(t) = 1 - \pi_n(t).
\]

(18)

Trust value is the measurement for honesty of secondary users. But this value alone is not sufficient to determine whether a node is malicious or not. In fact, we find that trust values become unstable if there is no malicious user at all. The reason is that above deduction is based on the assumption that there is one and only one malicious user. When there is no attacker, the trust values of honest users become unstable. To solve this problem, we define trust consistency value of user \( n \) (i.e., \( \psi_n(t) \)) as

\[
\mu_n(t) = \begin{cases} 
\frac{\sum_{t=1}^{t} \phi_n(t)}{t}, & t < L \\
\frac{\sum_{t=t-L+1}^{t} \phi_n(t)}{L}, & t \geq L,
\end{cases}
\]

(19)

\[
\psi_n(t) = \begin{cases} 
\frac{\sum_{t=1}^{t} (\phi_n(t) - \mu_n(t))^2}{t}, & t < L \\
\frac{\sum_{t=t-L+1}^{t} (\phi_n(t) - \mu_n(t))^2}{L}, & t \geq L,
\end{cases}
\]

(20)

where \( L \) is the size of the window in which the variation of recent trust values is compared with overall trust value variation.

Procedure 1 shows the process of by applying the trust value \( \phi_n(t) \) and the consistency value \( \psi_n(t) \) in primary user detection algorithm. The basic idea is to eliminate the reports from users who have consistent low trust values. The value of threshold1 and threshold2 can be chosen dynamically. This procedure can be used together with many existing primary user detection algorithms such as hard decision combing and soft decision combing. The study in [23] has shown that hard decision performs almost the same as soft decision in terms of achieving performance gain when the cooperative users (10–20) face independent fading. For simplicity, in this paper, we will use the hard decision combing algorithm in [7, 8] to demonstrate the performance of the proposed scheme and other defense schemes.

### 3.2. Multiple Malicious Users Detection

The detection of single attacker is to find the node that has the largest probability to be malicious. We can extend this method to multiple attackers case. The idea is enumerating all possible malicious nodes set and trying to identify the set with the largest suspicious level. We call this method “ideal malicious node detection.” However, as we will discuss later, this method faces the curse of dimensionality when the number of secondary users \( N \) is large. As a result, we propose a heuristic scheme named “Onion-peeling approach” which is applicable in practice.

#### 3.2.1. Ideal Malicious Node Detection

For any \( \Omega \subset \{1, \ldots, N\} \) (note that \( \Omega \) could be an empty set, i.e., there is no attacker), we define

\[
\pi_{\Omega}(t) \triangleq P(T_n = M, \forall n \in \Omega, T_m = H, \forall m \notin \Omega | \mathcal{F}_t),
\]

(21)

as the belief that all nodes in \( \Omega \) are malicious nodes while all other nodes are honest.

Given any particular set of malicious nodes \( \Theta \), by applying Bayesian criterion, we have

\[
\pi_{\Omega}(t) = \frac{P(\mathcal{F}_t | \Theta) P(\Theta)}{\sum_{\Omega} P(\mathcal{F}_t | \Theta) P(\Theta)}.
\]

(22)

Suppose that \( P(T_n = M) = \rho \) for all nodes. Then, we have

\[
P(\Omega) = \rho^{\mid \Omega \mid} (1 - \rho)^{N-\mid \Omega \mid},
\]

(23)

where \( \mid \Omega \mid \) is the cardinality of \( \Omega \).

Next, we can calculate

\[
P(\mathcal{F}_t | \Omega) = \prod_{\tau=1}^{t} \prod_{j \notin \Omega} P(X_j(\tau) | T_j = H) \prod_{j \in \Omega} P(X_j(\tau) | F, \mathcal{F}_{\tau-1})
\]

(24)

where

\[
\rho_n(t) = \prod_{j \notin \Omega} P(X_j(\tau) | T_j = H) \prod_{j \in \Omega} P(X_j(\tau) | F, \mathcal{F}_{\tau-1}).
\]

(25)

For each possible malicious node set \( \Omega \), using (22)–(25), we can calculate the probability that this \( \Omega \) contains only
malicious users and no honest users. And we can find the \( \Omega(t) \) with the largest \( \pi_\Omega(t) \) value. Then compare this \( \pi_\Omega(t) \) with certain threshold, if it is beyond this threshold, the nodes in \( \Omega \) are considered to be malicious.

However, for a cognitive radio network with \( N \) secondary users, there are \( 2^N \) different choices of set \( \Omega \). Thus, the complexity grows exponentially with \( N \). So this ideal detection of attackers faces the curse of dimensionality. When \( N \) is large, we have to use approximation.

3.2.2. Onion-Peeling Approach. To make the detection of multiple malicious nodes feasible in practice, we propose a heuristic “onion-peeling approach” that detects the malicious user set in a batch-by-batch way. Initially all nodes are assumed to be honest. We calculate suspicious level of all users according to their reports. When the suspicious level of a node is beyond certain threshold, it will be considered as malicious and moved into the malicious user set. Reports from nodes in malicious user set are excluded in primary user detection. The way to calculate suspicious level is as malicious and moved into the malicious user set. Reports from nodes in malicious user set are excluded in primary user detection. And the way to calculate suspicious level is updated once the malicious node set is updated. We continue to calculate the suspicious level of remaining nodes until no malicious node can be found.

In the beginning, we initialize the set of malicious nodes, \( \Omega \), as an empty set. In the first stage, compute the a posteriori probability of attacker for any node \( n \), which is given by

\[
\pi_n(t) = P(T_n = M | \mathcal{F}_t) = \frac{P(\mathcal{F}_t | T_n = M)P(T_n = M)}{P(\mathcal{F}_t | T_n = M)P(T_n = M) + P(\mathcal{F}_t | T_n = H)P(T_n = H)},
\]

where we assume that all other nodes are honest when computing \( P(\mathcal{F}_t | T_n = M) \) and \( P(\mathcal{F}_t | T_n = H) \). In (26) we only calculate the suspicious level for each node rather than that of a malicious nodes set, the computation complexity is reduced from \( O(2^N) \) to \( O(N) \).

Recall that \( X(t) \) denote the collection of \( X_n(t) \), that is, reports from all secondary nodes at time slot \( t \). It is easy to verify

\[
P(\mathcal{F}_t | T_n = M) = \prod_{\tau=1}^{t} P(X(\tau) | T_n = M, \mathcal{F}_{\tau-1})
\]

\[
= \prod_{\tau=1}^{t} \left( \prod_{j=1,j \neq n}^{N} P(X_j(\tau) | T_j = H) \right) P(X_n(\tau) | \mathcal{F}_{\tau-1})
\]

\[
= \prod_{\tau=1}^{t} \rho_n(\tau),
\]

where

\[
\rho_n(t) = P(X_n(t) | \mathcal{F}_{\tau-1}) \prod_{j=1,j \neq n}^{N} P(X_j(t) | T_j = H).
\]

Here, \( P(\mathcal{F}_t | T_n = M) \) means the probability of reports at time slot \( t \) conditioned that node \( n \) is malicious. Note that the first equation in (27) is obtained by repeatedly applying (12).

Similarly, we can calculate \( P(\mathcal{F}_t | T_n = H) \) by

\[
P(\mathcal{F}_t | T_n = H) = \prod_{\tau=1}^{t} \left[ \prod_{j=1}^{N} P(X_j(\tau) | T_j = H) \right]
\]

\[
= \prod_{\tau=1}^{t} \theta_n(\tau),
\]

where

\[
\theta_n(t) = \prod_{j=1}^{N} P(X_j(t) | T_j = H).
\]

As mentioned before, \( q_B(t) \) and \( q_I(t) \) are the priori probabilities of whether the primary user exists or not, \( p_B(X_j(t)) \) and \( p_I(X_j(t)) \) are the observation probabilities of \( X_j(t) \) under busy and idle states. An honest user’s report probability can be calculated by (14).

Then for each reporting round, we can update each node’s suspicious level based on above equations. We set a threshold \( \xi \) and consider \( n_1 \) as a malicious node when \( n_1 \) is the first node such that

\[
P(T_{n_1} = M | \mathcal{F}_t) \geq \text{threshold}_3.
\]

Then, add \( n_1 \) into \( \Omega \).

Through (26)–(31), we have shown how to detect the first malicious node. In the \( k \)th stage, we compute the a posteriori probability of attacker in the same manner of (26). The only difference is that when computing \( P(\mathcal{F}_t | T_n = M) \) and \( P(\mathcal{F}_t | T_n = H) \), we assume that all nodes in \( \Omega \) are malicious. Equations (28) and (30) now become (32) and (33), respectively, and they can be seen as the special cases of (32) and (33) when \( \Omega \) is empty.

\[
\rho_n(t) = P(X_n(t) | \mathcal{F}_{\tau-1}) \times \left( \prod_{j=1,j \neq n,j \notin \Omega}^{N} P(X_j(t) | T_j = H) \right)
\]

\[
\times \left( \prod_{j=1,j \neq n,j \in \Omega}^{N} P(X_j(t) | T_j = M) \right),
\]

\[
\theta_n(t) = \left( \prod_{j=1,j \neq n,j \notin \Omega}^{N} P(X_j(t) | T_j = H) \right)
\]

\[
\times \left( \prod_{j=1,j \neq n,j \in \Omega}^{N} P(X_j(t) | T_j = M) \right).
\]
model in this paper has three parameters: the attack threshold $\Delta$, attack strength ($P_a$), and attack probability ($P_f$). These parameters determine the power and covertness of the attack. Here, the power of an attack can be described by the probability that the attack is successful (i.e., causing false alarm and/or miss detection). The covertness of the attack can be roughly described by the likelihood that the attack will not be detected.

Briefly speaking, when $\eta$ or $P_a$ increases, the attack happens more frequently. When $\Delta$ increases, the attack goal is easier to achieve. Thus, the power of attack increases with $\eta$, $P_a$, and $\Delta$. On the other hand, when the attack power increases, the covertness reduces. Therefore, there is the tradeoff between attack power and covertness.

The attacker surely prefers maximum attack power and maximum covertness. Of course, these two goals cannot be achieved simultaneously. Then, what is the “best” way to choose attack parameters from the attacker’s point of view? In this section, we define a metric called damage that considers the tradeoff between attack power and covertness, and find the attack parameters that maximize the damage. To simplify the problem, we only consider one attacker case in this study.

We first make the following arguments.

(i) The attacker can damage the system if it achieves the attack goal and is not detected by the defense scheme. Thus, the total damage can be described by the number of successful attacks before the attacker is detected.

(ii) Through experiments, we found that the defense scheme cannot detect some conservative attackers, who use very small $\eta$, $\Delta$, and $P_a$ values. It can be proved that all possible values of $\{\eta, \Delta, P_a\}$ that will not trigger the detector form a continuous 3D region, referred to as the undetectable region.

(iii) Thus, maximizing the total damage is equivalent to finding attack parameters in the undetectable region that maximize the probability of successful attack.

Based on the above arguments, we define damage $D$ as the probability that the attacker achieves the attack goal (i.e., causing false alarm) in one round of collaborative sensing. Without loss of generality, we only consider FA attack in this section. In FA attack, when sensed energy $y$ is below attack threshold $\eta$, the attacker will report $\Delta + y$ with probability $P_a$. When $\Delta + y$ is greater than the decision threshold $\lambda$ and the primary user does not present, the attacker causes false alarm and the attack is successful. Thus, the damage $D$ is calculated as:

$$D = P_a P(y < \eta) P(y + \Delta \geq \lambda \mid y < \eta)$$
$$= P_a \left( \tilde{P}_f P(y < \eta \mid H_0) P(y + \Delta \geq \lambda \mid H_0, y < \eta) \right.$$  
$$+ \tilde{P}_b P(y < \eta \mid H_1) P(y + \Delta \geq \lambda \mid H_1, y < \eta) \big),$$

(35)

where $\tilde{P}_f$ is the priori probability that channel is idle and $\tilde{P}_b$ is the priori probability that channel is busy.

From the definition of $P_d$ and $P_f$ in (3) and (4), we have,

$$P(y < \eta \mid H_0) = 1 - P_f(\eta),$$

(36)

$$P(y < \eta \mid H_1) = 1 - P_d(\eta).$$

(37)

Similarly,

$$P(y + \Delta \geq \lambda \mid H_0, y < \eta) = P(\lambda - \Delta \leq y < \eta \mid H_0)$$
$$= P_f(\lambda - \Delta) - P_f(\eta),$$

(38)

$$P(y + \Delta \geq \lambda \mid H_1, y < \eta) = P(\lambda - \Delta \leq y < \eta \mid H_1)$$
$$= P_d(\lambda - \Delta) - P_d(\eta),$$

(39)

Substitute (36)–(39) to (35), then we have

$$D = P_a \left( \tilde{P}_f (1 - P_f(\eta)) \left( P_f(\lambda - \Delta) - P_f(\eta) \right) \right.$$  
$$+ \tilde{P}_b (1 - P_d(\eta)) \left( P_d(\lambda - \Delta) - P_d(\eta) \right) \big).$$

(40)
Methods. Details will be presented in Section 4.4.

Finding optimal attack has two purposes. First, with the strongest attack (in our framework), we can evaluate the worst-case performance of the proposed scheme. Second, it reveals insights of the attack strategies. Since it is extremely difficult to obtain the close form solution of the undetectable region, we will find undetectable region through simulations and search for optimal attack parameters using numerical methods. Details will be presented in Section 4.4.

4. Simulation Results

We simulate a cognitive radio network with \( N(=10) \) secondary users. Cognitive radio nodes are randomly located around the primary user. The minimum distance from them to primary transmitter is 1000 m and maximum distance is 2000 m. The time-bandwidth product \([7, 8]\) is \( m = 5 \). Primary transmission power and noise level are 200 mw and \(-110 \text{ dBm}\), respectively. The path loss factor is 3 and Rayleigh fading is assumed. Channel gains are updated based on node’s location for each sensing report. The attack threshold \( \eta = 15 \), the attack strength is \( \Delta = 15 \), and the attack probability \( P_a \) is 100% or 50%. We conduct simulations for different choices of thresholds. Briefly speaking, if trust value threshold \( \text{threshold}_1 \) is set too high or suspicious level threshold \( \text{threshold}_2 \) is set too low, it is possible that honest nodes will be regarded as malicious. If trust consistency value threshold \( \text{threshold}_3 \) is set too low, it will take more rounds to detect malicious users. In simulation, for single malicious node detection, we choose the trust threshold \( \text{threshold}_1 = 0.01 \), the consistency value threshold \( \text{threshold}_2 = 0.1 \), and the window size for calculating consistency value is \( L = 10 \). For multiple malicious users detection, the suspicious level threshold \( \text{threshold}_1 \) is set to 0.99.

4.1. Single Attacker. Three schemes of primary user detection are compared.

(i) OR Rule: the presence of primary user is detected if one or more secondary users’ reported value is greater than certain threshold. This is the most common hard fusion scheme.

(ii) Ki Rule: the presence of primary user is detected if \( i \) or more secondary users’ reported value is greater than certain threshold. This is the straightforward defense scheme proposed in [23].

(iii) Proposed Scheme: Use OR rule after removing reports from malicious nodes.

Under the attack models presented in this paper, the attacker should choose the attack parameters that maximize \( D \) and are in the undetectable region.

Finding optimal attack has two purposes. First, with the strongest attack (in our framework), we can evaluate the worst-case performance of the proposed scheme. Second, it reveals insights of the attack strategies. Since it is extremely difficult to obtain the close form solution of the undetectable region, we will find undetectable region through simulations and search for optimal attack parameters using numerical methods. Details will be presented in Section 4.4.

Performance of these schemes are shown by Receiver Operating Characteristic (ROC) curves, which is a plot of the true positive rate versus the false positive rates as its discrimination threshold is varied. Figures 2–5 show ROC curves for primary user detection in 6 cases when only one secondary user is malicious. Case 1 is for OR rule with \( N \) honest users. Case 2 is for OR rule with \( N – 1 \) honest users. In Case 3–6, there are \( N – 1 \) honest users and one malicious user. Case 3 is for OR rule. Case 4 is for K2 rule. Case 5 is for the proposed scheme with \( t = 250 \), where \( t \) is the index of detection rounds. Case 6 is for the proposed scheme with \( t = 500 \).

When the attack strategy is the FA Attack, Figures 2 and 3 show the ROC curves when the attack probability is 100% and 50%, respectively. The following observations are made.

(i) By comparing the ROC for Case 1 and Case 3, we see that the performance of primary user detection degrades significantly even when there is only one malicious user. This demonstrates the vulnerability of collaborative sensing, which leads inefficient usage of available spectrum resource.

(ii) The proposed scheme demonstrates significant performance gain over the scheme without defense (i.e., OR rule) and the straightforward defense scheme (i.e., K2 rule). For example, Table 1 shows the false alarm rate \( (P_f) \) for two given detection rate \( (P_d) \), when attack probability \( (P_a) \) is 1. When the attack probability is 0.5, the performance advantage is smaller but still large.

(iii) In addition, as \( t \) increases, the performance of the proposed scheme gets close to the performance of Case 2, which represents perfect detection of the malicious nodes.

<table>
<thead>
<tr>
<th>Table 1: False Alarm Rate (when detection rate = 0.99).</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{OR Rule} )</td>
</tr>
<tr>
<td>( \text{FA, } P_a = 1 )</td>
</tr>
<tr>
<td>( \text{FA, } P_a = 0.5 )</td>
</tr>
<tr>
<td>( \text{FAMD, } P_a = 1 )</td>
</tr>
<tr>
<td>( \text{FAMD, } P_a = 0.5 )</td>
</tr>
</tbody>
</table>

Figure 2: ROC curves for different collaborative sensing schemes \( (P_a = 100\%, \text{False Alarm Attack}) \).
4.2. Multiple Attackers. Figures 6–9 are the ROC curves for six cases when there are multiple attackers. Similarly, Case 1 is \( N \) honest users, no malicious node, and OR rule. Case 2 is \( N - 2 \) (or \( N - 3 \)) honest users, no attacker, and OR rule. Case 3–6 are \( N - 2 \) (or \( N - 3 \)) honest users and 2 (or 3) malicious users. OR rule is used in Case 3 and Ki rule is used in case 4. Case 5 and Case 6 are with the proposed scheme with different detection rounds. Case 5 is the performance evaluated at round \( t = 500 \) and Case 6 is at round \( t = 1000 \).

When the attack strategy is the FA Attack, Figures 6 and 7 show the ROC curves when the attacker number is 2 and 3, respectively. We still compare the three schemes described in Section 4.1. Similarly, following observations are made.

(i) By comparing the ROC curves for Case 1 and Case 3, we see that the performance of primary user detection degrades significantly when there are multiple malicious users. And the degradation is much more severe than single malicious user case.

(ii) The proposed scheme demonstrates significant performance gain over the scheme without defense (i.e., OR rule) and the straightforward defense scheme (i.e., Ki rule). Table 2 shows the false alarm rate \( (P_f) \) when detection rate is \( P_d = 99\% \).

(iii) When there are three attackers, false alarm rates for all these schemes become larger, but the performance advantage of the proposed scheme over other schemes is still large.

(iv) In addition, as \( t \) increases, the performance of the proposed scheme becomes close to the performance of Case 2, which is the performance upper bound.

4.3. Dynamic Behaviors. We also analyze the dynamic change in behavior of malicious nodes for FAMD attack.

![Figure 3: ROC curves for different collaborative sensing schemes (\( P_d = 50\% \), False Alarm Attack).](image)

![Figure 4: ROC curves for different collaborative sensing schemes (\( P_d = 100\% \), False Alarm & Miss Detection Attack).](image)

**Table 2: False Alarm Rate (when detection rate = 0.99).**

<table>
<thead>
<tr>
<th></th>
<th>OR</th>
<th>Ki</th>
<th>Proposed ( (t = 500) )</th>
<th>Proposed ( (t = 1000) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>FA, 2 Attackers</td>
<td>0.85</td>
<td>0.23</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td>FA, 3 Attackers</td>
<td>0.88</td>
<td>0.41</td>
<td>0.22</td>
<td>0.16</td>
</tr>
<tr>
<td>FAMD, 2 Attackers</td>
<td>0.88</td>
<td>0.31</td>
<td>0.15</td>
<td>0.09</td>
</tr>
<tr>
<td>FAMD, 3 Attackers</td>
<td>0.89</td>
<td>0.50</td>
<td>0.26</td>
<td>0.16</td>
</tr>
</tbody>
</table>

Figures 4 and 5 show the ROC performance when the malicious user adopts the FAMD attack. We observe that the FAMD attack is stronger than FA. In other words, the OR rule and K2 rule have worse performance when facing the FAMD attack. However, the performance of the proposed scheme is almost the same under both attacks. That is, the proposed scheme is highly effective under both attacks, and much better than the traditional OR rule and the simple defense K2 rule. The example false alarm rates are listed as follows.

Figures 8 and 9 shows the ROC performance when the schemes face the FAMD attack for multiple malicious users. We observe that the FAMD attack is stronger than FA. Compared to the cases with FA attack, performance of the OR rule and Ki rule is worse when facing the FAMD attack. However, the performance of the proposed scheme is almost the same under both attacks. That is, the proposed scheme is highly effective under both attacks, and much better than the traditional OR rule and the simple defense Ki rule. The examples of false alarm rate are listed in Table 1.
Figures 10 and 11 are for single malicious user. In Figure 10, the malicious user changes the attack probability from 0 to 1 at $t = 50$ and from 1 to 0 at time $t = 90$. The dynamic change of trust value can be divided into three intervals. In Interval 1, $t \in [0, 50]$, malicious user does not attack. The trust value of malicious user and honest user are not stable since there is no attacker. Note that the algorithm will not declare any malicious nodes because the trust consistency levels are high. In Interval 2, $t \in [50, 65]$, malicious user starts to attack, and its trust value quickly drops when it turns from good to bad. In Interval 3, where $t > 60$, the trust value of malicious user is consistently low. In Figure 11, one user behaves badly in only
Three attackers, FAMD attack

Figure 9: ROC curves (False Alarm & Miss Detection Attack, Three Attackers).

Figure 10: Dynamic trust value in proposed scheme (a user attacks during time \([50, 90]\), \(P_a = 1\)).

5 rounds starting at \(t = 50\). We can have similar observations. In Interval 1, malicious user does not attack. It has high trust value. Please note that these dynamic figures are just snap shots of trust values. In Figure 11, the trust value in Region 1 does not fluctuate as frequently as that in Figure 10. This is also normal. The reason for unstable trust value may due to channel variation or unintentional errors. In Interval 2, \(t \in [50, 55]\), malicious user starts to attack, its trust value drops quickly. In Interval 3, where \(t > 55\), trust value of malicious user recovers very slowly.

Similarly, we also make observations for dynamic change in behaviors for multiple attackers. Suspicious level of honest users and malicious users are shown in Figures 12 and 13. Please note that we only demonstrate suspicious level curve for one honest node. The malicious user adopts the FA attack and dynamically chooses which round to start attack and which round to stop attack. In Figure 12, the malicious users start to attack at \(t = 20\) and stop to attack at time \(t = 100\). In Figure 13, one user behaves badly in only 10 rounds starting at \(t = 5\). Similar observations can be made. We can see that the suspicious level of malicious nodes increases steadily when nodes turn from good to bad. And the scheme allows slow recovery of suspicious level for occasional bad behavior.
4.4. Optimal Attack. As discussed in Section 3.3, given the defense scheme, the attacker can find the optimal attack parameters that maximize the damage. In this set of experiments, we find the optimal attack parameters and evaluate the worst performance of the proposed scheme.

We assume that there are $N = 10$ cognitive radio nodes performing collaborative sensing. We set the decision threshold $\lambda$ so that the overall detection rate $P_d$ is 99% when all users are honest. When OR rule is used, $\lambda = 28$ leads to $P_d = 99\%$.

Obviously, the practical values of $\eta$ and $\Delta$ cannot be over certain range. Within the range, for each pair of $(\eta, \Delta)$, we run simulations to identify the maximum attack probability $P_a$ that the attacker can use and avoid being detected. In particular, binary search is used to find the maximum $P_a$. We first try an initial $P_a$, which is usually the $P_a$ value of a neighbor pair. For example, if we already obtain the $P_a$ for pair $(\eta - 1, \Delta)$ through simulation, then normally the maximum $P_a$ for pair $(\eta, \Delta)$ is a little bit smaller than that of pair $(\eta - 1, \Delta)$. Then, we run the simulation for 2000 rounds. If the attacker is not detected within 2000 rounds, we will search the middle value of range $(P_a, 1)$, otherwise we search the middle value of range $(0, P_a)$. The search continues until the maximum $P_a$ is found. Then, the boundary of the undetectable region is determined. We would like to point out that there exists more computational efficient ways to search for the undetectable region, which can be exploited in the future work.

Figure 14 shows the undetectable region when $N = 10$ and other simulation parameters are the same as these in Section 4. The $X$-axis and $Y$-axis are attack threshold $\eta$ and attack strength $\Delta$, respectively, and $Z$-axis is attack probability $P_a$. The following observations are made. When $\eta$ and $\Delta$ are small, $P_a$ can be as large as 100%. This is easy to understand. If $\eta$ is small, the probability that sensed energy is below $\eta$ is small. If $\Delta$ is small, the reporting values are just a little higher than true sensed values. Thus, when both $\eta$ and $\Delta$ are small, the behavior of malicious node is not very different from that of honest nodes. Each attack is very weak and the attacker can do more attacks (i.e., larger $P_a$) without triggering the detector. As $\eta$ or $\Delta$ increases, the maximum allowed attack probability $P_a$ decreases. When both $\eta$ and $\Delta$ are large, $P_a$ should be very small (0–5%).

According to (40), we know that the maximum damage will occur at the boundary of the undetectable region. Using (40), we can find the point (i.e., attack parameters) that maximizes the damage in the undetectable region. In this experiment, the optimal attack parameters are $\eta = 16$, $\Delta = 23$, and $P_a = 0.05$, the maximum damage is 0.02.

We also plot the damage in Figure 15. The $X$-axis and $Y$-axis are $\eta$ and $\Delta$, respectively, and $Z$-axis is damage $D$. The damage value is calculated for the boundary points of the undetectable region. We do not show the $P_a$ value because each $(\eta, \Delta)$ pair corresponds to one $P_a$ value on the boundary. From this figure, we can see that when $\eta$ and $\Delta$ are low, the damage is 0. The attacker can cause larger damage by choosing relatively large $\eta$ and $\Delta$ values and small $P_a$ values.

With the optimal attack parameters, for decision threshold $\lambda = 28$, the overall false alarm rate will increase from 1% to 3%. Recall that the decision threshold was determined to ensure 99% detection rate. This is the worst-case performance of the proposed scheme. Please note that this is the worst case when the attackers are undetectable. When malicious users can be detected, as discussed in Section 4.1, the performance will get close to upper bound (the performance of $N - 1$ honest nodes) as detection round $t$ increases.

For K2 rule with $N = 10$ secondary users, to maintain overall detection rate $P_d$ being 99%, the decision threshold $\lambda$ should be decreased to 22. Because K2 rule does not try to detect malicious users, attacker has no risk of being detected even they launch the strongest attack. For our attack model, they can set attack probability $P_a$ to 1, and set attack threshold $\eta$ and attack strength $\Delta$ as large as possible. For K2 rule, when two or more secondary users report on, the decision result is on. The attacker can launch
the strongest attack which is similar to report on in hard-decision reporting case. But only when another one or more honest nodes also make false alarm, the attacker can mislead the decision center. So the overall false alarm rate is not 1. In the simulation, we set $P_a$ to 1, $\eta$ and $\Delta$ both to 1000. The overall false alarm rate is 17.5% for K2 rule under these settings, which is much larger than the worst case of the proposed scheme. For OR rule, the overall false alarm rate is 1. This result is summarized in Table 3. In this table, the ideal case means all $N$ secondary users are honest, and other three columns are the worse performance for different schemes when one of the $N$ cognitive radio nodes is malicious.

Finally, we would like to point out that the optimal attack is only optimal under certain attack model and certain defense scheme. The method of finding the optimal attack can be extended to study other attack models. We believe the proposed scheme will still work very well under many other attack models, since the attacker’s basic philosophies are similar.

4.5. Impact of Position Estimation Error upon Performance. Recall that the proposed scheme needs to know the channel gains that are estimated based on the position of secondary nodes. There are many existing schemes that estimate the location of wireless devices in sensor networks [27–31]. These schemes can be classified into two categories: range based and range free. The range based methods first estimate the distances between pairs of wireless nodes and then calculate the position of individual nodes. Examples of range based schemes are Angle of Arrival (AoA) [28], Received Signal Strength Indicator (RSSI) [29], Time of Arrival (ToA) [30], and Time Difference of Arrival (TDoA) [31]. The range free methods usually use connectivity information to identify the beacon nodes within radio range and then estimate the absolute position of non-beacon nodes [32].

The performance of these schemes are measured by the location estimate error, which is usually normalized to the units of node radio transmission range (R). Most current algorithms can achieve the accuracy that the estimation error is less than one unit of radio transmission range [28–32].

In this section, we study the impact of position estimation error on the proposed scheme. The simulation settings are mostly the same as the settings in previous experiments. We choose the decision threshold $\lambda = 28$ to ensure the overall detection rate $P_d$ be 99% when there are no malicious nodes. The radio transmission range is set to 50 m, which is a typical value for wireless sensor nodes. Both FA attack and FAMD attack with single attacker are simulated.

The proposed scheme needs a certain number of rounds to detect the malicious users. When the positions of secondary users are not accurate, it can be envisioned that the number of rounds needed to detect the malicious user will increase. In Figure 16, the horizontal axis is the normalized position estimation error, and the vertical axis is the averaged number of rounds needed to detect the malicious node. In particular, when the normalized position estimation error value is $e$ and the actual distance between primary transmitter and secondary user $i$ is $r_i$, we simulate the case that the estimated distance between the secondary users and the primary transmitter is Gaussian distributed with mean being $r_i$ and variance being $(\epsilon R)^2$. From Figure 16, the following observations are made.

(i) The average number of rounds to detect malicious node is very stable when the position estimation error is within 4 units of radio range. Recall that most positioning estimate algorithms have the estimation error around 1 unit of radio range. Thus, the performance of the proposed scheme is stable given realistic positioning estimation errors.

(ii) When estimation error goes beyond 4 units of radio range, it would take much more rounds to detect the malicious node.

<table>
<thead>
<tr>
<th>Ideal Case</th>
<th>Proposed Scheme</th>
<th>Ki Rule</th>
<th>OR Rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.01</td>
<td>0.03</td>
<td>0.175</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3: False Alarm Rate (when detection rate = 0.99).
(iii) The position estimation error has similar impact on the FA attack and the FAMD attack.

In conclusion, the performance of the proposed scheme is not sensitive to the position estimation error as long as it is within a reasonable range. This reasonable range can be achieved by existing positioning algorithms.

5. Conclusions

Untrustworthy secondary users can significantly degrade the performance of collaborative spectrum sensing. We propose two attack models, FA attack and FAMD attack. The first attack intends to cause false alarm and the second attack causes both false alarm and miss detection. To deal with these attacks, we first propose a defense scheme to detect single malicious user. The basic idea is to calculate the trust value of all secondary nodes based on their reports. Only reports from nodes that have consistent high trust value will be used in primary user detection. Then we extend the method for single attacker to multiple attacker case. This defense scheme uses an onion-peeling approach and does not need prior knowledge about the attacker number. Finally, we define the damage metric and investigate the attack parameters that maximize the damage.

Comprehensive simulations are conducted to study the ROC curves and suspicious level dynamics for different attack models, attacker numbers and different collaborative sensing schemes. The proposed schemes demonstrate significant performance advantage. For example, when there are 10 secondary users, with the primary user detection rate equals to 0.99, one malicious user can make the false alarm rate ($P_f$) increases to 72%. Whereas the K2 rule defense scheme can reduce $P_f$ to 13%, the proposed scheme reduces $P_f$ to 5%. Two malicious users can make the false alarm rate ($P_f$) increases to 85%. Whereas the K3 defense scheme can reduce $P_f$ to 23%, the proposed scheme reduces $P_f$ to 8%. Furthermore, when a good user suddenly turns bad, the proposed scheme can quickly increase the suspicious level of this user. If this user only behaves badly for a few times, its suspicious level can recover after a large number of good behaviors. For single attacker case, we find optimal attack parameters for the proposed scheme. When facing the optimal attack, the proposed scheme yield 3% false alarm rate, with 99% detection rate. On the other hand, when the K2 rule scheme faces the strongest attack against the K2 rule, the false alarm rate can be 17.5% with 99% detection rate. With the proposed scheme, the impact from malicious users is greatly reduced even if the attacker adopts optimal attack parameters and remains undetected.
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