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ABSTRACT

The Pacific-Arctic Region (PAR) is highly vulnerable to ocean acidification (OA)

due to its low buffer capacity, carbonate concentration, and the regionally-amplified

effects of climate change. Although it experiences the highest rates of OA glob-

ally, the existing literature lacks observation-based surface decadal OA rates for

the PAR, primarily due to large data gaps. To address these limitations, we ag-

gregated open-source carbonate datasets and established spatially-dependent re-

lationships to predict surface total alkalinity (TA) using salinity and temperature

(R2=0.93, MAE = 23 µmol kg−1). We then applied these relationships to grid-

ded sea surface salinity and temperature products to obtain monthly surface TA

fields. The TA fields were coupled with the MPI-SOM-FFN surface pCO2 dataset

(doi: 10.7289/v5z899n6) to obtain monthly 1°x 1° surface pH, ΩAr, and dissolved

inorganic carbon fields from 1993-2021 for the entire PAR, yielding the first gap-

less gridded Arctic carbonate system dataset to date. This dataset indicated that

the Southern PAR acidified at rates comparable to the global average, predomi-

nantly due to the absorption of anthropogenic CO2. In contrast, the Bering Sea

shelf exhibited basification, likely a result of increased primary productivity. The

Northern PAR exhibited acidification rates 2-4x greater than the global rate due

to reduced TA linked to sea ice melt. Our findings suggest that continued warming

will likely exacerbate surface acidification in regions experiencing a shift from year-

round multi-year ice cover to a seasonal ice pack. While local processes such as

primary productivity can temporarily counteract OA, whether they can compen-

sate for rising anthropogenic CO2 levels is unclear. This highlights the complexity

of predicting future ocean acidification trends and underscores the importance of

advanced models that integrate both climatic and biological factors, enabling ac-

curate forecasts of impacts on marine ecosystems in these highly sensitive regions.
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1. INTRODUCTORY PAGE

The following manuscript is prepared for submission to the American Geophysi-

cal Union (AGU) Global Biogeochemical Cycles journal. Co-authors are Thomas

Caero and Hongjie Wang. This work will be submitted for publication in May

2024.
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2. INTRODUCTION

The industrial revolution spawned an era in which global atmospheric car-

bon dioxide (CO2) levels have increased at a rate unparalleled in the last

65 million years (Hönisch et al., 2012; Zeebe et al., 2016). This surge in

CO2 has been a major driver of global climate change (Portner et al., 2019;

Lee et al., 2023) and has significantly altered ocean carbonate chemistry by

increasing proton concentration [H+] and decreasing carbonate concentration

[CO3
2−], reducing pH and calcium carbonate saturation states (Ω) (i.e., ocean

acidification) (Caldeira and Wickett, 2003; Orr et al., 2005; Doney et al., 2009;

Portner et al., 2019; Lee et al., 2023). When CO2 dissolves in seawater, it reacts

with H2O to form carbonic acid (H2CO3), which can dissociate into bicarbonate

(HCO−
3 ) and carbonate (CO2−

3 ), releasing protons which lower pH. This shift in

pH affects the relative proportion of the carbonate species – as water acidifies, free

protons react with CO2−
3 to form HCO−

3 , decreasing [CO2−
3 ]. The ocean carbon-

ate system consists of H+, OH−, weak acid-base systems, and the four carbonate

system parameters and is resolvable to a known degree of uncertainty if temper-

ature, salinity, pressure, and two of the four carbonate parameters are known

(Dickson, 2010). The four carbonate system parameters are:

1. Dissolved inorganic carbon (DIC): the total concentration of carbonate

species (carbonic acid, bicarbonate, carbonate)

2. Total alkalinity (TA): the ability for seawater to resist changes in acidity due

to the concentration of excess proton acceptors relative to proton donors

3. pH: a logarithmic measure of basicness/acidity defined as -log10([H
+])

4. pCO2: the partial pressure of CO2

2



A consequence of decreased [CO3
2−] is the reduction in aragonite satura-

tion state (ΩAr), which measures the thermodynamic tendency of aragonite (a

form of calcium carbonate prevalent in seawater and marine organisms) to dis-

solve. Net dissolution of aragonite is thermodynamically favored when ΩAr < 1.

This adversely affects marine calcifiers by influencing their physiological func-

tions (Feely et al., 2004; Orr et al., 2005; Doney et al., 2009), making it diffi-

cult to form and maintain their aragonite exoskeletons, and potentially disrupt-

ing overall ecosystem dynamics (Cooley et al., 2009; AMAP, 2013; AMAP, 2018;

Portner et al., 2019; Lee et al., 2023).

The global ocean has absorbed nearly a third of anthropogenic CO2 since the

mid-18th century, resulting in an average 30% increase in global surface ocean

acidity (i.e., [H+]) (Sabine et al., 2004; AMAP, 2013; Portner et al., 2019). The

current understanding is that the global mean surface acidification rates range

from 16 to 18 µatm pCO2, -0.027 to -0.016 pH units, and -0.081 to -0.065

ΩAr units per decade since the 1980s (Doney et al., 2009; Lauvset et al., 2015;

Portner et al., 2019; Iida et al., 2021; Ma et al., 2023). While this broad range is

due in part to methodological differences and limited observational data, it primar-

ily reflects the high spatial variability caused by diverse environmental factors im-

pacting the carbonate system. In addition to anthropogenic CO2 uptake, changes

in temperature, salinity, or any of the carbonate system parameters can modify the

acidification rate or drive basification (the decrease in [H+] and increase in ΩAr).

Where carbon uptake exclusively drives acidification, these effects may be less

straightforward. For example, warming tends to decrease pH but increase ΩAr by

driving the bicarbonate-to-carbonate dissociation reaction (increasing [CO2−
3 ] and

[H+]) and lowering CO2 solubility, which reduces CO2 via outgassing (increasing

[CO2−
3 ] and decreasing [H+]) (Jiang et al., 2019; Xue et al., 2020).
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Certain regions, such as coastal and high-latitude waters, exhibit acidification

rates that significantly diverge from the global mean due to natural and anthro-

pogenic processes not present in typical open-ocean environments. In addition

to spatial variations in temperature, salinity, and carbonate system parameters,

the influence of sea ice, watershed and riverine discharge, nutrient influx, and

dense biological communities also drive variability in the marine carbonate system

(Duarte et al., 2013; Carstensen and Duarte, 2019). Climate change has the po-

tential to affect these processes and drive ocean acidification, particularly in the

Pacific-Arctic Region (PAR).

The PAR, as defined in this study, encompasses the west Arctic Ocean,

its marginal seas (East Siberian, Chukchi, Beaufort), the western Canadian

Archipelago, the Bering Sea, the Gulf of Alaska, and the subarctic Pacific Ocean

(Figure 1). The PAR is highly vulnerable to ocean acidification due to its inher-

ently low buffer capacity and [CO2−
3 ]. This primes the PAR to absorb CO2 as atmo-

spheric concentrations rise, threatening to lower its already near-undersaturated

ΩAr levels. The PAR’s natural vulnerability, coupled with regional climate change

impacts (Portner et al., 2019; Lee et al., 2023), have manifested in the highest

observed rates of ocean acidification globally, with current trends suggesting it

will be the first major body of water to reach complete surface undersaturation

(Fabry et al., 2009; AMAP, 2013; AMAP, 2018). At the same time, the region

is gaining economic and geopolitical significance due to enhanced vessel acces-

sibility resulting from reduced sea ice (Dodman et al., 2022). Consequently, it

is emerging as an economic hub in part due to its highly productive fisheries

(Dodman et al., 2022). However, acidification may threaten to curb the region’s

fishery potential given its detrimental effects on marine calcifiers and their vital role

in the food chain, underscoring the importance of quantifying regional acidification

4



trends.

While numerous studies have documented surface pCO2 dynamics

(Bates, 2006; Chen and Gao, 2007; Cai et al., 2010; DeGrandpre et al., 2020;

Ouyang et al., 2020a; Woosley and Millero, 2020; Ouyang et al., 2021;

Tu et al., 2021) and ΩAr undersaturation events (Chierici and Fransson, 2009;

Yamamoto-Kawai et al., 2009; Mathis et al., 2012; Robbins et al., 2013;

Semiletov et al., 2016; Wynn et al., 2016) in the PAR, research quantifying

long-term (i.e., decadal) surface rates of change in pCO2, pH, and ΩAr remain

scarce. Table 1 lists the studies that have quantified surface acidification rates

and reveals a broad spectrum of results: 7.4 to 61.8 µatm pCO2, -0.086 to -0.013

pH units, and -0.50 to -0.04 ΩAr units per decade. This wide range in trend values

underscores both the significant spatial variability in PAR surface acidification

rates as well as overall uncertainty in the literature. Despite this variability, the

consensus among these studies is that surface acidification rates in the PAR,

particularly in areas with sea ice, far exceed the global average.

Table 1 highlights two other important factors. For one, observational studies

that quantify decadal acidification rates are notably limited. This scarcity primar-

ily stems from the limited availability of direct carbonate system measurements in

the PAR prior to the 1990s, and is further aggravated by significant spatial and

temporal gaps within the data that does exist. Second, the observational studies

that are available tend to concentrate on specific areas within the PAR, not the

entire region. This focus is largely dictated by data availability, with regions such

the Bering, Beaufort, and Chukchi Seas sampled more often than less accessible

areas such as the East Siberian Sea or Canadian Archipelago. Furthermore, the

variation in trend methodology and mechanism analysis across studies complicates

direct trend comparisons between them. This study aims to address gaps in our

5



current understanding by completing the following objectives:

(1) Leverage open sources to assemble the most comprehensive PAR carbonate

system dataset to date.

(2) Use this data to identify spatially-dependent relationships between TA and

SSS/SST.

(3) Use these correlations to transform widely-available SSS/SST data into a

gridded TA dataset.

(4) Couple the TA dataset with a gridded surface pCO2 product to fully resolve

the carbonate system.

(5) Perform statistical analyses to quantify decadal surface acidification rates

and identify primary drivers of change.

6



Table 1: Published works that report PAR surface trends in pCO2, pH, and/or ΩAr. pCO2, pH, and ΩAr trends are in µatm
decade−1, pH units decade−1, and ΩAr units decade−1, respectively. Studies are categorized as observation-based or model
output. Observation-based means trends were derived from direct observations or on algorithmically-predicted data (e.g.,
neural network). The subregion column refers to the closest-matching area from Figure 1. Figures listed in the notes column
refer to figures from that publication.

Observation-based
Reference Subregion Time Span pCO2 Rate pH Rate ΩAr Rate Note

Ma et al. (2023) Bering, Aleutian, Gulf of Alaska 1982-2021 15.9 -0.017 -0.048 NP-SPSS (Fig. 3)
Lauvset et al. (2015) Bering, Aleutian, Gulf of Alaska 1991-2011 7.4 -0.013 - NP-SPSS (Fig. 1)
Ouyang et al. (2020b) Arctic Ocean 1994-2017 46.0 - - Canada Basin (Fig. 2a)
Ouyang et al. (2020b) Beaufort Sea 1994-2017 38.1 - - Canada Basin (Fig. 2a)
Qi et al. (2022) Arctic Ocean 1994-2020 - -0.086 to -0.031 -0.20 to -0.11 IC, NWCB, NECB (Fig 1a)
Qi et al. (2022) Beaufort Sea 1994-2020 - -0.057 -0.16 SCB (Fig 1a)
Zhang et al. (2020b) Arctic, Beaufort Sea 1997-2007 - - -0.50
Zhang et al. (2020b) Arctic, Beaufort Sea 2007-2016 - - No Trend

Model Output
Reference Subregion Time Span pCO2 Rate pH Rate ΩAr Rate Note

Mathis et al. (2015) Bering Sea Shelf 2011-2100 - - -0.07
Mathis et al. (2015) Chukchi Sea 2011-2100 - - -0.06
Mathis et al. (2015) Beaufort Sea 2011-2100 - - -0.06
Pilcher et al. (2019) Bering Sea Shelf 2003-2012 - - -0.40 to -0.25
Pilcher et al. (2022) Bering Sea Shelf 2010-2100 17.5 to 61.8 -0.045 to -0.015 -0.10 to 0.04
Mortenson et al. (2020) Beaufort Sea 1981-2015 21.3 -0.03 -0.04 Beauf. Shelf (Fig. 1)
Mortenson et al. (2020) Arctic Ocean 1981-2015 12.6 -0.02 -0.05 Beauf. Basin (Fig. 1)
Mortenson et al. (2020) Upper & Lower Archipelago 1981-2015 19.6 -0.03 -0.09 CPS (Fig. 1)
Gruber et al. (2012) Arctic Ocean 1935-2064 - - -0.07 Approx. from Fig. 3
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3. STUDY AREA

The PAR is where the North Pacific waters feed into the Arctic by passing over

the shallow (<150 m depth) Bering Sea shelf and through the narrow (80 km

wide) Bering Strait. This influx consists of saline, nutrient-rich Anadyr water

from the eastern Russian coast and fresher, lower-nutrient Alaskan Coastal wa-

ter from the western Alaskan coast (Grebmeier, 2012). These currents converge

on the northern Bering Sea shelf and Chukchi Sea, driving primary productivity

in one of the world’s most productive marine ecosystems (Grebmeier et al., 2006;

Grebmeier, 2012). The high primary productivity observed here is closely tied to

its seasonal sea ice dynamics. Sea ice extent is typically at its highest in March and

lowest in September. Figure 1 depicts the median March and September ice extent

for the years 1981-2010. Historically, the waters within these geographical bound-

aries, such as the Bering Sea shelf and Chukchi sea, undergo seasonal changes in

ice coverage. Areas south of the March extent are generally ice-free throughout

the year, while regions north of the September line maintain year-round ice cover.

Sea ice breakup and melting on the Bering Sea shelf and Chukchi Sea drives spring

phytoplankton blooms by allowing more light to penetrate the water column and

keeping nutrients at the surface through increased stratification (Grebmeier, 2012).

Declining sea ice coverage has lengthened the growing season and led to the emer-

gence of fall phytoplankton blooms. These blooms are facilitated by extended light

availability due to ice, which reduces light penetration, forming later in the sea-

son, and the replenishment of surface nutrients through storm-induced upwelling

(Waga and Hirawake, 2020). The cold, highly soluble water of the region com-

bined with high primary productivity makes the Bering Sea shelf and Chukchi Sea

exceptionally strong CO2 sinks.

North of the Bering Strait, surface circulation in the Arctic sector of the PAR
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is dominated by the Beaufort Gyre. Situated between the continental shelves of

the Chukchi Sea, Beaufort Seas, and Canadian Archipelago, the Beaufort Gyre is

a clockwise-rotating surface circulation system that lies over the deepwater (mean

depth 3.8 km) Canada Basin. The Beaufort Gyre is the largest freshwater reser-

voir in the Arctic. It contains approximately 25% of the Arctic Ocean’s total

freshwater due to freshwater discharge from Russian and North American rivers

and, in recent decades, significant sea ice loss (Timmermans and Toole, 2023). Cli-

mate change-driven warming has caused significant sea ice decline in the Arc-

tic (Chapman and Walsh, 1993; Walsh and Chapman, 2001; Kwok, 2018). This

loss is particularly rapid in the PAR, with the East Siberian, Chukchi, and

Beaufort Seas and the Beaufort Gyre exhibiting a sea ice cover decline of 10-

30% per decade since 1979 (Timmermans and Toole, 2023). This is illustrated

by the September 2012 ice extent (Figure 1), the lowest extent on record

(Timmermans and Toole, 2023), which is significantly further north than the me-

dian September ice extent of the prior three decades.

Figure 1: The Pacific Arctic Region (PAR). Left) Bathymetry is sourced from the
General Bathymetric Chart of the Oceans (GEBCO 2023), ice extents from the
National Snow and Ice Data Center. Right) The PAR divided into subregions
using Marine Ecoregions of the World (Spalding et al., 2007), slightly modified to
ensure complete coverage of the study area.
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4. METHODS

4.1 Discrete Bottle Samples

The first step in quantifying acidification trends involves assembling a compre-

hensive set of field samples (i.e., bottle samples), which will be utilized to identify

inter-variable relationships for TA reconstruction, validate our carbonate system

predictions, and propagate prediction errors to the final trend results. Discrete bot-

tle samples were primarily sourced from the Global Ocean Data Analysis Project,

GLODAP v.2022 (Lauvset et al., 2022), due to its extensive data coverage, rigor-

ous quality control, and inclusion of relevant parameters. Specifically, GLODAP

observations within the PAR containing at least one carbonate system parameter

were extracted. The dataset was then expanded by leveraging online databases

such as the National Centers for Environmental Information Ocean Carbon and

Acidification Data System (NCEI-OCADS), the National Science Foundation’s

Arctic Data Center, the Japan Agency for Marine-Earth Science and Technology

(JAMSTEC) data catalog, the PANGAEA data publisher, as well as individual

publications. A comprehensive summary of the cruises used is provided in Ap-

pendix A. From these sources, only observations with a WOCE quality flag of 2

consisting of SSS, SST, depth, and at least one carbonate system parameter were

selected.

Data was standardized to uniform units where necessary. For datasets lack-

ing an expedition code, one was generated using the National Oceanographic Data

Center’s (NODC) standardized format contingent on the availability of the vessel’s

NODC identifier and cruise details. If the port departure date was unknown, the

date of the earliest measurement was used. If the NODC identifier or research

vessel’s name was unavailable, a unique identifier was assigned. All pH data were

confirmed as total scale. Observations reporting pH and pCO2 at specific tem-
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peratures were converted to an in-situ value using CO2SYS (see section 4.4). For

GLODAP observations, measurement uncertainty for each parameter was collected

from individual cruise metadata. Otherwise, uncertainties of 4 µmol kg−1 for DIC

and TA and 0.01 for pH were adopted per Lauvset et al. (2022). When data in-

cluded two or three carbonate system parameters, the remaining parameters were

calculated using CO2SYS, opting for the input pair that minimized calculation er-

ror (Dickson, 2010). Uncertainty in calculated carbonate system parameters was

obtained using the CO2SYS ‘errors’ subroutine (Orr et al., 2018).

4.2 Gridded Datasets

A number of gridded datasets were used in this study as they are publicly

accessible and provide wider spatial and temporal coverage than discrete bottle

samples. The gridded datasets employed in this study are listed in Table 2. Each

dataset had a monthly temporal resolution and was confined to a time period

of January 1993 to December 2021. Although some datasets used in this study

contain earlier data, the carbonate system in the PAR was rarely sampled prior to

the 1990s. Therefore, we restricted the period of study such that we have sufficient

field measurements for validation.

The MPI-SOM-FFN pCO2 dataset is the output of a two-step neural

network, detailed and validated in previous works (Landschützer et al., 2013;

Landschützer et al., 2014; Landschützer et al., 2016), and expanded in 2023 to en-

compass the Arctic Ocean. This approach categorizes the global ocean into bio-

geochemically similar regions using a self-organizing map (SOM), then leverages

a feed-forward neural network (FFN) to establish regional non-linear relationships

between environmental variables (SSS, SST, atmospheric dry air CO2 mixing ratio,

mixed-layer depth, chlorophyll a) and surface pCO2 observations from the Surface

Ocean CO2 Atlas (SOCAT v2022). These relationships were then applied to envi-
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Table 2: The gridded datasets used in this study. The top four listed were directly used to solve the carbonate system as
described in Section 4.4. The bottom five datasets were used for validation and results comparison. Note a) WOA silicate
and phosphate data are a monthly climatology.

Dataset
Spatial

Resolution
Temporal
Resolution

Variables
Used

Uncertainty
Included

Methodology Reference

Datasets used for Analysis

MPI-SOM-FFN (v2022) 1°x 1° Monthly pCO2, Air-Sea Flux No Neural Network Jersild et al. (2017)
Hadley EN4 (EN.4.2.2) 1°x 1° Monthly SSS Yes Objective Analysis Good et al. (2013)

OI SST (v2) 1°x 1° Monthly SST No Objective Analysis Reynolds et al. (2002)
WOA 2018 1°x 1° Monthlya Si, P No Objective Analysis Garcia et al. (2019)

Datasets used for Validation and Comparison

OceanSODA-ETHZ (v2023) 1°x 1° Monthly pCO2, pH, ΩAr Yes Neural Network Gregor and Gruber (2021)
CMEMS-LSCE (r100) 1°x 1° Monthly pCO2, pH, ΩAr Yes Neural Network Chau et al. (2023)
CMEMS-LSCE (r25) 0.25°x 0.25° Monthly pCO2, pH, ΩAr Yes Neural Network Chau et al. (2023)

SOCAT (v2023) 1°x 1° Monthly fCO2 Yes Observational Bakker et al. (2016)
ORAS5 0.25°x 0.25° Monthly Sea Ice Thickness No Reanalysis Zuo et al. (2019)
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ronmental parameter datasets, which offer broader spatial and temporal coverage

than direct surface pCO2 measurements, to produce a monthly gapless gridded

surface pCO2 dataset. The OceanSODA-ETHZ and CMEMS-LSCE datasets are

similar neural network outputs but contain predicted fields for the entire carbon-

ate system rather than just pCO2. MPI-SOM-FFN was chosen for our primary

analysis, rather than the full carbonate system datasets, because it is the only

carbonate system dataset from Table 2 that offers gapless coverage of the Arctic

Ocean.

4.3 TA Reconstruction

The discrete bottle samples from Section 4.1 were used to explore spatial rela-

tionships between TA, temperature, and salinity. Establishing these relationships

allowed us to transform the gridded temperature and salinity datasets from Table

2 into a gridded TA dataset, thereby filling in the spatial and temporal data gaps

of the bottle sample dataset. 7,148 TA measurements in the upper 10m across the

PAR were used to develop TA prediction models. Various model-equation pairs

were evaluated to predict TA. Four equations modeled TA as a function of dif-

ferent parameters: SSS (Equation 1), SSS and SST (Equation 2), SSS and SST

with an interaction term (Alin et al., 2012) (Equation 3), and SSS and SST with

second-order terms (Lee et al., 2006) (Equation 4).

TA = a+ b(SSS) (1)

TA = a+ b(SSS) + c(SST ) (2)

TA = a+ b(SSS) + c(SST ) + d(SSS)(SST ) (3)

TA = a+ b(SSS) + c(SST ) + d(SSS)2 + e(SST )2 (4)
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Three linear regression models were applied to these equations: ordinary least

squares (OLS), robust regression (with bisquare weighting, tuning constant =

4.685), and geographically weighted regression (GWR). The OLS and robust re-

gression models were applied to distinct subregions (Figure 1) to account for the

spatial variability in response-predictor relationships, a step not required for GWR.

GWR is an OLS variant where coefficients can vary spatially. It was imple-

mented using the MATLAB Spatial Econometrics Toolbox (LeSage, 1999), which

outputs gridded coefficient fields (a-e from Equations 1-4) that enable the coeffi-

cients to vary spatially. All GWR calculations were initially conducted in a polar

stereographic projection to ensure uniform grid cell areas and avoid spatial dis-

tortion at high latitudes. Final results were then converted back to a 1°x 1° grid.

This step was particularly important as the study area spans a broad latitudinal

range (45°- 90°N).

A k -fold (k=10) cross-validation analysis was conducted for each model-

equation pair. This consisted of dividing the dataset into ten equal subsets (nine for

training and one for testing) and changing the test subset in each iteration such that

all data points are used for validation. Model performance was assessed using mean

absolute error (MAE, Equation 5) and mean bias error (MBE, Equation 6). The

locally interpolated alkalinity regression (LIARv2) package (Carter et al., 2018)

was also explored as a prediction solution.

MAE =
Σ |yPred − yObs|

NObs

(5)

MBE =
Σ (yPred − yObs)

NObs

(6)
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4.4 Carbonate System Calculations

TA was reconstructed by applying the best-performing TA prediction

model-equation pair to gridded SSS and SST datasets. CO2SYS v2.1

(Lewis and Wallace, 1998) for MATLAB (van Heuven et al., 2011) was then used

on the gridded TA, pCO2, SSS, SST, silicate, and phosphate datasets to obtain

monthly averaged 1°x 1° DIC, pH, [H+], and ΩAr fields. The K1 and K2 dissociation

constants from Millero et al. (2006), KSO4 dissociation constants from Dickson et

al. (1990), and the boron/chlorinity ratio from Uppström (1974) were used.

The gridded monthly DIC, [H+], and ΩAr fields were then validated against

discrete bottle samples to assess their accuracy. To do so, bottle samples from the

upper 10m were averaged to a 1°x1° grid at a monthly resolution. These gridded

monthly averages were then compared to the reconstructed DIC, pH, and ΩAr

fields to assess the accuracy of our predictions. A potential issue is the sporadic

spatiotemporal distribution of discrete samples, which may not comprehensively

reflect the average conditions of a grid cell for an entire month. To counteract this

potential bias and enhance the representativeness of the data, we only considered

a grid cell’s monthly average valid if it included discrete samples from both the

first and second halves of the month. While this criterion aimed to bolster the

validation process, it is important to recognize that it still likely overestimates

predictive error, resulting in a more conservative uncertainty estimate.

4.5 Salinity Normalization

sTA and sDIC were also calculated by normalizing TA and DIC values to

a constant salinity, as described in Equations 7 and 8 (Friis et al., 2003). This

normalization allows us to remove the impact of freshwater additions or removals

on TA and DIC. For instance, rainwater dilutes surface seawater, lowering SSS and

DIC, but does not affect sDIC. Processes independent of salinity, such as primary
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production, impact both DIC and sDIC. By comparing trends in normalized and

non-normalized variables, we gain further insights into the underlying mechanisms

affecting these variables. For example, identical trends in DIC and sDIC indicate

that freshwater dynamics had a negligible effect on overall DIC trends.

sTA =
TA− TASSS=0

SSS
· 34.5 + TASSS=0 (7)

sDIC =
DIC −DICSSS=0

SSS
· 34.5 +DICSSS=0 (8)

TASSS=0 and DICSSS=0 are the zero-salinity TA and DIC values observed at

any given grid cell. TASSS=0 was obtained from the GWR intercept field (i.e., coef-

ficient a) from Equation 1. DICSSS=0 was also calculated by running a GWR where

DIC is a function of SSS. The spatial variation in TASSS=0 and DICSSS=0 is influ-

enced by local biogeochemical processes that modify the linear relationship between

TA and SSS, and DIC and SSS. For instance, the Mackenzie River’s (endmember

properties SSS=0, DIC=1390 µmol kg−1, TA=1540 µmol kg−1) (Mol et al., 2018)

discharge into the Beaufort Sea elevates TASSS=0 and DICSSS=0 values compared

to regions influenced solely by rainwater, which has negligible SSS, DIC, and TA

endmember values. TASSS=0 and DICSSS=0 are also affected by sea-ice meltwater,

upwelling, surface water mass exchange, calcification, and primary production due

to their impact on the local linear relationship between TA and SSS, and DIC and

SSS (Friis et al., 2003). Incorporating TASSS=0 and DICSSS=0 into the normaliza-

tion procedure yields more accurate sTA and sDIC values by accounting for these

biogeochemical processes.
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4.6 Statistical Trend Methods

Once the carbonate system is reconstructed, we can apply statistical trend

methods to determine acidification rates. However, detecting and quantifying

trends in the marine carbonate system requires careful consideration due to its

non-linear response to external influences such as increasing atmospheric CO2 and

concurrent climate change-driven impacts on DIC, TA, SSS, and SST. This task

is further nuanced by inherent seasonality in oceanographic variables, meaning a

robust statistical approach is more suitable than simple linear regression. There-

fore, we utilized the seasonal Kendall trend test and Theil-Sen estimator for trend

analysis in this study.

The seasonal Kendall trend test (Hirsch et al., 1982), a non-parametric (i.e.,

distribution-free) method, excels in identifying both the presence and direction

of monotonic trends in seasonal data. This test determines whether there is an

upward or downward trend between every possible pair of data points. When no

overall trend exists, the number of upward and downward trends between these

pairs should be approximately equal. In contrast, an underlying trend would yield

more pairwise trends in one direction than could be explained by random chance.

Seasonality is handled by only comparing data points within the same month, then

integrating individual monthly statistics into a single overall trend.

While the seasonal Kendall trend test identifies trend direction in seasonal

data, it does not measure trend magnitude. This limitation is addressed by the

seasonal Theil-Sen estimator (Sen, 1968). Similar to the seasonal Kendall Trend

test, this non-parametric method quantifies trend magnitude by first finding the

slopes between all pairs of data points in a grid that share the same month (e.g.,

all June values). This produces a distribution of slope values, the median of which

is the trend value for that month. Repeating this process for every month of the
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year yields twelve slope values which are then combined to form the overall trend.

The seasonal Kendall trend test and Theil-Sen estimator are widely

used in environmental trend analysis. This combined approach has

been extensively applied to study long-term trends in environmental

parameters such as salinity (Wiseman et al., 1990), chemical concen-

trations (Smith et al., 1982; Lehmann et al., 2005), aquatic heatwaves

(Kaushal et al., 2010; Tassone et al., 2021; Tassone et al., 2023), sea-level

rise (Taibi and Haddad, 2019; Nguyen et al., 2022), and phytoplankton blooms

(Friedland et al., 2018).

4.7 Ocean Acidification Driver Decomposition

After determining decadal acidification trends, the next step is decomposing

the total trends into their individual drivers, revealing which processes drive or

mitigate observed acidification rates. A discrete change in a calculated carbonate

system parameter (y) is caused by changes in its drivers (X ) relative to the sensitiv-

ity of y to these changes (e.g., δy/δX). This is represented by the first-order terms

of a Taylor expansion (Takahashi et al., 1993; Landschützer et al., 2018) given by

Equation 9. The drivers (X ) were DIC, TA, SSS, and SST. DIC was used in lieu

of pCO2 due to its conservative nature. Furthermore, nutrients were omitted as

drivers because climatological values lack long-term trends, though their values

were used in sensitivity calculations.

∆y =
∑

X = DIC, TA, SSS, SST

(
δy

δX
·∆X

)
(9)

To compare the impact of changing drivers and sensitivities across subregions

with different baseline ΩAr and [H+] values, we replaced the sensitivity term in

Equation 9 with relative sensitivities (ωX and βX) given by Equations 10 and 11.
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ωX =
1

ΩAr

· δΩAr

δX
(10)

βX =
1

[H+]
· δ[H

+]

δX
(11)

Consider a scenario where DIC increases by 10 µmol kg−1 in both the Arctic

and subarctic Pacific. Assuming δΩAr/δDIC = −0.01 ΩAr units per µmol kg−1,

this change in DIC would decrease ΩAr by 0.1 units in both locations. However,

this value does not reflect that this constitutes a 10% ΩAr reduction in the Arctic

(ΩAr ≈ 1 units) but only a 5% decline in the subarctic Pacific (ΩAr ≈ 2 units).

Using relative sensitivities would reflect that the impact of this change in the Arctic

(-0.1 ΩAr units / 1 ΩAr units = -0.1) is double that of the subarctic Pacific (-0.1 ΩAr

units / 2 ΩAr units = -0.05). Therefore, replacing the sensitivities in Equation 9

with the relative sensitivities of Equations 10 and 11 results in the updated Taylor

expansions given by Equations 12 and 13. Note that, in order to maintain proper

units and account for the added 1/ΩAr and 1/[H+] terms, we must multiply each

term by ΩAr and [H+], respectively (e.g., 1/ΩAr · ΩAr cancel out, maintaining the

equality in Equation 9).

∆ΩAr =
∑

X = DIC, TA, SSS, SST

(ωX · ΩAr ·∆X) (12)

∆[H+] =
∑

X = DIC, TA, SSS, SST

(
βX · [H+] ·∆X

)
(13)

The same concept holds true for trends: a trend in y must be due to trends in

its drivers and/or sensitivities. Taking the derivative of Equations 12 and 13 with

respect to time using the product rule gives the total trends in ΩAr (Equation 14)

and [H+] (Equation 15), where X = DIC, TA, SSS, SST.
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dΩAr

dt
=

∑
X

dωX

dt
· ΩAr ·∆X︸ ︷︷ ︸

change in sensitivity

+ωX · dΩAr

dt
·∆X︸ ︷︷ ︸

mass effect

+ωX · ΩAr ·
d∆X

dt︸ ︷︷ ︸
change in driver

 (14)

d[H+]

dt
=

∑
X

dβX

dt
· [H+] ·∆X︸ ︷︷ ︸

change in sensitivity

+ βX · d[H
+]

dt
·∆X︸ ︷︷ ︸

mass effect

+ βX · [H+] · d∆X

dt︸ ︷︷ ︸
change in driver

 (15)

Sensitivities were calculated for each grid cell by inputting long-term averages

of DIC, TA, SSS, SST, silicate, and phosphate fields into the CO2SYS ‘derivnum’

subroutine. ∆X is the discrete change in driver from 1993 to 2021. All time deriva-

tives were calculated using the seasonal Theil-Sen estimator except for d∆X/dt,

which was calculated by dividing ∆X by 29 years. Variables denoted by a bar on

top indicate the long-term mean for the grid cell. This decomposition yields three

distinct terms for each driver: change in sensitivity, mass effect, and change in the

driver itself, the sum of which equals the contribution of that driver to the total

trend in ΩAr or [H
+].

The “change in sensitivity” term illustrates how trends in ΩAr and [H+] are

influenced by shifts in their sensitivities to various drivers (ωX and βX). The

“change in driver” term captures the impact of driver trends (e.g., rising SST) on

the overall ΩAr and [H+] trends. The “mass effect” term accounts for the influence

of changes in ΩAr and [H+], relative to their sensitivities and changing drivers,

on their own trends. This term is primarily a mathematical consequence of using

relative sensitivities – that is, it arose because we introduced ΩAr and [H+] into the

right-hand side of Equations 12 and 13. The implications of the mass effect term,

while largely unexplored in the current literature, may reflect the interconnect-
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edness of the marine carbonate system. According to the principles of chemical

equilibrium (Le Chatelier, 1884), the marine carbonate system as a whole is af-

fected when the concentrations of chemical species change. Thus, an underlying

trend in [H+] or ΩAr (i.e., [CO2−
3 ]) could influence the carbonate system, which

in turn could affect the overall trend in [H+] or ΩAr. Although the specific impli-

cations of the mass effect term are not well-documented, its inclusion is justified

by the benefit of relative sensitivities in our analysis. Moreover, our approach

to driver decomposition, which follows the methodology established by Ma et al.

(2023), ensures methodological alignment with previously published work. This

uniformity facilitates straightforward comparisons of results across studies.

4.8 Error Propagation and Trend Determination

The validity of final trend results depends on the accuracy of carbonate sys-

tem variables. To ensure reliability in reported results, error was meticulously

propagated through to the final trends and drivers.

The MPI-SOM-FFN pCO2 dataset did not include gridded uncertainty val-

ues. Although the method demonstrates near-zero bias and <20 µatm RMSE

(Landschützer et al., 2016), its effectiveness in the Arctic Ocean has not been eval-

uated in the literature. To account for this, we compared the pCO2 data to SOCAT

v2023 and discrete bottle samples, averaged the residuals on a 1°x1° grid, and in-

terpolated spatial gaps to create a continuous pCO2 uncertainty field. Residuals

from the TA prediction model (Section 4.3) were calculated in the same manner.

We assumed spatial pCO2 and TA uncertainty was consistent over time due to

insufficient spatiotemporal data coverage to support time-dependent uncertainty

fields. The CO2SYS ‘errors.m’ subroutine (Orr et al., 2018) was used to determine

uncertainty in calculated variables (DIC, pH, [H+], ΩAr) by incorporating gridded

pCO2 and TA uncertainty into carbonate system calculations (Section 4.4). In
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addition to pCO2 and TA uncertainty, the calculation error of a carbonate system

variable (y) is also a function of the state of the carbonate system per Equation

16.

yErr = errors.m(pCO2, pCO2Err, TA, TAErr, SSS, SST) (16)

This adds both a spatial and seasonal aspect to the uncertainty of calculated

variables. For example, calculation uncertainty increases with salinity for DIC,

[H+], and ΩAr. Conversely, lower temperatures results in lower calculation error

for DIC and ΩAr, but higher error for [H+] (see Appendix B). This means that,

although seasonality was not explicitly taken into account for gridded pCO2 and

TA uncertainty, inherent seasonality in monthly pCO2, TA, SSS, and SST values

induce a partial seasonal dependence into the uncertainty of monthly DIC, pH,

[H+], and ΩAr values. This results in a unique uncertainty value for every calcu-

lated carbonate system variable for every month at every location, which was then

accounted for in trends and driver calculations using a bootstrap approach.

Bootstrapping the seasonal Kendall trend test involved re-assigning each

monthly mean in every grid cell a random value within its uncertainty range be-

fore conducting the test. Repeating this procedure 1,000 times yielded a normally-

distributed set of 1,000 p-values and trend directions at every grid cell. A grid

cell’s trend direction was deemed statistically significant if at least 95% of the

bootstrapped p-values were below 0.05 with a consistent trend direction.

Trend magnitude and uncertainty was calculated using a similar approach:

every monthly mean at every grid cell was re-assigned a random value within its

uncertainty range, then the slope of each grid cell’s time series was computed

using the seasonal Theil-Sen estimator. Repeating 1,000 times yielded a normally-

distributed set of 1,000 slopes for each grid cell, the mean of which was used as
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the trend magnitude and the 95% confidence interval the trend uncertainty.

A bootstrap approach was also utilized in driver decomposition by solving

Equations 14 and 15 1,000 times at every grid cell. An added benefit of the boot-

strap approach is that by accounting for uncertainty in carbonate system variables,

it also reflects uncertainty in sensitivities (ωX and βX). This is because sensitivi-

ties are a function of the entire carbonate system, so applying error to carbonate

parameters before calculating sensitivities reflects this uncertainty. Decomposed

drivers were then calculated using carbonate parameters and sensitivities with ap-

plied error, thereby extending uncertainty into the final driver results. Similar to

the total trends, each decomposed driver is calculated 1,000 times at each grid cell,

the mean of which is the final reported value and the 95% confidence interval its

uncertainty.
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5. RESULTS

5.1 Discrete Bottle Samples

A total of 295 oceanographic cruises, consisting of 216 from GLODAP and

79 from other sources, were used in this study. The data, ranging from October

1973 to November 2021, yielded a total of 86,750 discrete samples in time and

space (latitude, longitude, depth) with at least one carbonate system parameter.

This dataset included 27,227 surface samples (from the upper 10m) and 59,523

samples collected at various depths from 5,668 vertical casts. Post-processing

through CO2SYS produced 76,421 DIC, 62,885 TA, 58,845 [H+], and 55,653 pCO2

measurements, culminating in 253,804 total carbonate parameter measurements.

Notably, 3% (6,997) of these measurements did not report measurement errors.

Figure 2: (a) The two-dimensional spatial distribution of the discrete bottle sam-
ples. Blue points denote locations the entire carbonate system is measured and/or
calculated. Red points are locations with only one carbonate parameter. (b) The
temporal distribution of the discrete bottle samples. Each bin is a year, subdivided
into boreal seasons. The vast majority of observations occur in summer and fall
when sea ice is less likely to inhibit vessel access.
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5.2 TA Prediction

TA prediction model and equation performance are summarized in Table 3.

LIAR ranked as the least accurate (MAE 40 µmol kg−1) and most biased (MBE

16.7 µmol kg−1) method, with robust regression performing only marginally

better in accuracy (MAE 33 to 35 µmol kg−1) and bias (MBE -15 to -9 µmol

kg−1). OLS was the least biased method (MBE -0.05 to -0.07 µmol kg−1) across

all equations, but was less accurate (MAE 34 to 35 µmol kg−1) than GWR. GWR

outperformed OLS, robust regression, and LIAR in both MAE and R2 across all

equations. Pairing Equation 2 with GWR yielded the best results, with an MAE

of 23 µmol kg−1, an R2 of 0.93, and effectively zero bias (MBE -0.01 µmol kg−1)

as depicted in Figure 3. Consequently, Equation 2-GWR was selected as the

TA prediction method for this study. While SSS is the primary determinant of

TA, incorporating the SST term accounts for additional processes. For instance,

some subregions undergo seasonal shifts in water masses with distinct TA-SSS

relationships. Since water masses are identified through both their temperature

and salinity, including the SST term enhances TA prediction accuracy in these

scenarios. Moreover, temperature-related processes, such as primary productivity,

sea ice melt, and riverine inputs, influences the TA-SSS relationship, which the

SST term can partially address. In regions unaffected by these processes, the

SST term’s contribution would effectively be null, thereby not compromising our

ability to predict TA. Further details, including subregion-specific performance

metrics for each model-equation pair, are provided in Appendix C.
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Table 3: 10-fold cross validation results of all TA prediction model-equation pairs
for the entire PAR. MAE and MBE (bias) are in µmol kg−1. Each model-equation
pair was trained and validated on the same 7,146 surface samples.

OLS Robust GWR

MAE Bias R2 MAE Bias R2 MAE Bias R2

Eq 1 35 -0.06 0.85 34 -9.49 0.84 24 0.13 0.92
Eq 2 34 -0.06 0.85 33 -11.3 0.83 23 -0.01 0.93
Eq 3 34 -0.05 0.86 33 -11.2 0.83 23 -0.33 0.93
Eq 4 34 -0.07 0.85 35 -15.2 0.70 23 0.96 0.92

LIAR: MAE 40 µmol kg−1, Bias 16.7 µmol kg−1, R2 = 0.82

Figure 3: The measured TA of discrete bottle samples plotted against the TA
predicted by Equation 2-GWR as described in Section 4.3.
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5.3 Carbonate System Uncertainty

The spatial distribution of uncertainty (MAE) and bias (MBE) for our TA

prediction method and the MPI-SOM-FFN pCO2 dataset are presented in Figure

4. The MAE plots (Figures 4 (a) and (b)) represent the gridded TA and pCO2

uncertainty fields used for error propagation. The MAE and MBE fields were

calculated by comparing predicted values to discrete measurements (7,146 for TA

and 2.2 million for pCO2) as detailed in Section 4.8.

Figure 4 (a) and (c) provides detailed insight into the accuracy of our TA

prediction methodology and offers a more nuanced perspective than the aggregate

statistics of Table 3. While the overall TA MAE is 23 µmol kg−1, the vast majority

(76%) of the study area exhibits a TA MAE below 23 µmol kg−1. However, highly

localized coastal areas in the Beaufort Sea, Gulf of Alaska, and lower Canadian

Archipelago show TA MAE values as high as 80 µmol kg−1, skewing the overall

average. While bias is consistently low and does not favor a particular direction

across the region, the same coastal areas with high TA MAE also exhibit bias as

large as ± 40 µmol kg−1, significantly higher than the overall TA MBE of -0.1

µmol kg−1 may suggest.

Comparing the MPI-SOM-FFN pCO2 dataset to discrete field samples yielded

a pCO2 MAE of 36 µatm and pCO2 MBE of -16 µatm for the entire region. Sim-

ilar to TA, the pCO2 MAE and MBE fields (Figure 4 (b) and (d)) highlight the

spatial variability of prediction accuracy and bias not captured in the overall av-

erages. The MPI-SOM-FFN pCO2 fields exhibited low error (0-40 µatm) and

bias (< 10 µatm) in open-ocean subregions such as the Arctic Ocean and Gulf

of Alaska. Predictive error and bias generally increased in coastal waters (MAE

40-80 µatm, MBE 20-40 µatm) with certain areas – such as the southeast Alaskan

coast and pockets of the Bering Sea shelf – exhibiting errors and bias as high
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Figure 4: (a) and (b) display the spatial MAE of TA and pCO2, also referred to
as gridded TA/pCO2 uncertainty or TA/pCO2 uncertainty fields. (c) and (d) are
the spatial distribution of MBE.
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as 140 µatm and 80 µatm. Our MAE/MBE calculation methodology, which in-

volves comparing discrete pCO2 measurements (which vary between 58 - 1,000

µatm (Bakker et al., 2016)) to the predicted monthly average of a 1°x1° grid cell,

inherently leads to an increase in error closer to shore where pCO2 exhibits higher

natural variability. This discrepancy arises because a monthly 1°x1° dataset lacks

the spatial or temporal resolution necessary to capture such fine-scale processes.

Additionally, the sampling distribution within a grid cell for a given month may

not accurately represent the average monthly conditions, further contributing to

the potential for increased error in these areas. Overall, MPI-SOM-FFN tends to

underestimate pCO2, evidenced by the overall MBE of -16 µatm, except for the

southeast Alaskan Coast and eastern Bering Sea shelf, which show a positive bias.

The spatial distribution of calculation uncertainty in DIC, ΩAr, and [H+]

are presented in Figures 5 (a)-(c). These were created by averaging all monthly

calculation uncertainty values at each grid cell and smoothing spatially using a 2D

moving mean with a 3°x3° window. While the monthly uncertainty fields were used

for error propagation, the averaged and smoothed uncertainty fields presented in

Figure 5 (a)-(c) solely serve to give a general representation of prediction confidence

throughout the region. The area-weighted mean calculation uncertainty of these

fields are 18.5 µmol kg−1 for DIC, 0.153 units for ΩAr, and 0.712 nmol kg−1 for

[H+]. DIC, ΩAr, and [H+] fields were then compared to discrete bottle samples as

detailed in Section 4.4 and presented in Figures 5 (d)-(f). These comparisons show

low prediction bias for all three variables: -2.6 µmol kg−1 for DIC, -0.07 units for

ΩAr, and 0.21 nmol kg−1 for [H+].

Perhaps more relevant than the absolute MAE values of bottle comparisons are

their agreement with overall calculation uncertainty. If the MAE values calculated

by comparing predicted fields to discrete measurements are similar to the overall

29



Figure 5: (a)-(c) Monthly calculation uncertainties, determined using Equation 16, averaged across the entire time series
and spatially smoothed to give a general representation of calculation uncertainty for predicted DIC, ΩAr, and [H+] fields.
(d)-(f) Predicted DIC, ΩAr, and [H+] fields compared to discrete bottle samples that were averaged into 1°x1° grid cells at a
monthly resolution.
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uncertainty calculated using ‘errors.m’ (Section 4.8), this would indicate that the

DIC, ΩAr, and [H+] uncertainty fields accurately represent the actual uncertainty

in their predicted values. This validation is necessary because the uncertainty of

final carbonate system trends rely on the uncertainty of monthly mean values due

to our bootstrap approach. The ΩAr bottle comparison MAE of 0.202 units closely

matches the mean calculation uncertainty of 0.153 units. Likewise, the [H+] bottle

comparison MAE of 0.999 nmol kg−1 corresponds well with the mean calculation

uncertainty of 0.712 nmol kg−1. However, the DIC bottle comparison MAE of 38.2

µmol kg−1 is double the mean calculation uncertainty of 18.5 µmol kg−1, suggesting

our error accounting may underestimate DIC uncertainty. The findings presented

in Figure 5 indicate low bias in DIC, ΩAr, and [H+] predictions and accurate error

propagation methodology, albeit with slightly overconfident DIC uncertainties.

5.4 Regional Decadal Trends

Figure 6 illustrates the seasonal Kendall trend test results for the period

of January 1993 to December 2021. These results indicate widespread surface

acidification across the PAR characterized by rising pCO2 and declining pH and

ΩAr. The Bering Sea shelf and southern Alaskan coast are notable exceptions as

they show either no trend or basificiation trends for pCO2, pH, and ΩAr (Figure

7). The PAR can be clearly delineated into three distinct zones based on trend

magnitude and direction: the Northern PAR (subregions: E. Siberian Sea, Arctic

Ocean, Upper Archipelago, Chukchi Sea, Beaufort Sea, Lower Archipelago), the

Bering Sea shelf, and the Southern PAR (subregions: Bering Sea basin, Aleutian

Chain, Gulf of Alaska). Carbonate system variable trends for each zone are

presented in Table 4. For each variable, every grid cell has a distinct trend and

trend uncertainty calculated via the bootstrap method. The mean trend for each

zone was derived by computing the area-weighted average of all grid cell trend
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values within the zone. The trend uncertainty for each zone was calculated by

taking the area-weighted average of all grid cell trend uncertainty values within

the zone. Thus, within a zone, certain grid cells may exhibit trend or trend

uncertainty values that deviate from the zone averages presented in Table 4.

Table 4: Area-weighted trends and trend uncertainties for each zone from January
1993 to December 2021. SST has no trend uncertainty due to a lack of monthly
SST uncertainty values as indicated in Table 2.

Parameter Northern PAR Bering Sea Shelf Southern PAR Units (decade−1)

pCO2 36.311± 3.459 −1.216± 4.263 14.181± 1.941 µatm
[H+] 0.851± 0.082 −0.041± 0.092 0.281± 0.043 nmol kg−1

pH −0.047± 0.004 0.002± 0.005 −0.015± 0.002 pH units
ΩAr −0.121± 0.013 0.031± 0.018 −0.040± 0.012 ΩAr units
DIC 3.611± 2.13 −0.286± 2.302 4.397± 1.084 µmol kg−1

sDIC 15.840± 2.136 −4.631± 2.299 4.689± 1.059 µmol kg−1

TA −12.828± 1.676 2.705± 1.294 −0.542± 0.544 µmol kg−1

sTA −0.303± 1.439 0.031± 1.191 −0.069± 0.477 µmol kg−1

SSS −0.211± 0.067 0.054± 0.031 0.010± 0.010 psu
SST 0.042 0.243 0.181 ◦C
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Figure 6: A seasonal Kendall trend test was conducted 1,000 times at each grid
cell as outlined in Section 4.8. Areas in orange (increasing trend) and in blue
(decreasing trend) had a positive and negative mean Mann-Kendall statistic, re-
spectively, with more than 95% of bootstrapped p-values below 0.05. Locations in
grey (no trend) are those where <95% of the bootstrapped values had a p-value
<0.05. This does not mean the result is necessarily statistically insignificant, but
rather we failed to reject the null hypothesis of no trend. A “no trend” result
signifies either the genuine absence of a trend or the presence of a trend that is
undetectable due to high uncertainty. [H+] results are omitted as they mirror the
pH results.

33



Figure 7: The decadal trend (1993-2021) and relative trend uncertainty for [H+], pH, and ΩAr determined via the bootstrapped
seasonal Theil-Sen estimator approach defined in Section 4.8. Grey denotes grid cells with no statistically significant trend
(Figure 6).
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5.4.1 Northern PAR Trends

The Northern PAR exhibits the most pronounced acidification rates in this

study with an average pCO2 increase of 36 µatm decade−1, [H+] increase of 0.851

nmol kg−1 decade−1, a pH decrease of -0.047 units decade−1, and an ΩAr rate of

-0.121 units decade−1. The Arctic Ocean subregion (and the Beaufort Gyre specif-

ically) is the epicenter of this acidification, showing surface acidification rates 2-4

times higher than the global average, in line with prior observational and biogeo-

chemical modeling studies (Table 1). The highest observed decadal trends for a

grid cell within the Northern PAR are 65 µatm decade−1 for pCO2, 1.6 nmol kg−1

decade−1 for [H+], -0.089 pH units decade−1, and -0.263 ΩAr units decade
−1 (Fig-

ure 7). Moreover, substantial declines in SSS (-0.211 psu decade−1), and therefore

TA (-12.8 µmol kg−1 decade−1), characterized the Northern PAR. There was no

statistically significant trend for sTA (-0.3 ± 1.4 µmol kg−1 decade−1). sDIC rose

consistently (15.8 µmol kg−1) but the overall DIC trend was significantly lower (3.6

µmol kg−1). The wide range between zone-averaged sDIC and DIC trends arose

because certain locations within the Northern PAR exhibited a decline in surface

DIC, a pattern likely tied to the extensive SSS reduction and further discussed in

Section 6.2. Warming (0.04°C decade−1) occurred across the Northern PAR but

was less pronounced than the Bering Sea shelf and Southern PAR.

5.4.2 Bering Sea Shelf Trends

On average, the Bering Sea shelf exhibited no discernible trend for pCO2 (-

1 ±4 µatm decade−1), [H+] (-0.041 ±0.092 nmol kg−1 decade−1), or pH (0.002

±0.005 units decade−1), but did show a clear basificiation trend for ΩAr (0.031

±0.018 units decade−1). Figures 6 and 7 show that, while the vast majority of

the shelf had no trend in pCO2, [H
+], pH, or ΩAr, the northern shelf did exhibit

statistically significant basification trends for these variables. The Bering Sea shelf
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exhibited no trend for DIC (-0.3 ±2.3 µmol kg−1 decade−1) but did display a

clear sDIC decrease (-4.6 ±2.3 µmol kg−1 decade−1). SSS slightly increased (0.054

psu decade−1), as did TA (2.7 µmol kg−1 decade−1), but sTA had no statistical

trend (0.03 ±1.19 µmol kg−1 decade−1). The Bering Sea shelf also had the highest

warming rate (0.24°C decade−1) across all three zones.

5.4.3 Southern PAR Trends

The Southern PAR exhibited average acidification rates of 14 µatm decade−1

for pCO2, 0.281 nmol kg−1 decade−1 for [H+], -0.015 pH units decade−1, and -0.040

ΩAr units decade
−1, which agrees with the established literature (Table 1). Rising

trends in DIC (4.40 µmol kg−1 decade−1) and sDIC (4.69 µmol kg−1 decade−1)

were indistinguishable within trend uncertainties of ±1.1 µmol kg−1 decade−1,

indicating freshwater addition or removal was minimal. This is highlighted by

overall statistically insignificant trends in SSS (0.01 ±0.01 psu decade−1), TA (-

0.54 ±0.51 µmol kg−1 decade−1), and sTA (-0.07 ±0.48 µmol kg−1 decade−1).

5.5 Ocean Acidification Drivers

The results of the driver decomposition, averaged into the three zones, are

presented in Figure 8 and listed in Table 5. In all cases, changes in sensitivity and

the mass effect had near-equal magnitudes and opposite directions, meaning that

changes in the drivers themselves were solely responsible for long-term trends in

ΩAr and [H+]. As such, Table 5 and our results and discussion will focus solely on

the ∆Driver results. Detailed values for changes in sensitivity and mass effect are

provided in Appendix D.
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Figure 8: This top figure presents the area-weighted driver decomposition results
for each zone, calculated using Equation 14. The four drivers (DIC, TA, SST,
and SSS) are further decomposed based on change in driver, change in sensitivity
of ΩAr to that driver, and the mass effect. The sum of all drivers approximately
equals the total trend, shown as the dashed line. The bottom figure is the same
as the top, but for [H+] and Equation 15.
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Table 5: Results of driver decomposition for ΩAr and [H+]. Only the results for
∆Driver are shown, as ∆Sensitivity and Mass Effect were equal and opposite in
all cases, meaning ∆Driver values fully account for observed trends in ΩAr and
[H+]. Each value represents the area-weighted average value and uncertainty for
the corresponding zone. The sum of all 4 values (i.e., ∆Driver for DIC, TA, SSS,
and SST) equals the total trend of ΩAr and [H+] per Equations 14 and 15. The
total trends in Table 4 may differ slightly from the summed decomposed drivers
as a result of averaging across grid cells. Decomposed drivers are in ΩAr units
decade−1 for ΩAr and nmol H+ kg−1 decade−1 for [H+].

Northern PAR Bering Sea shelf Southern PAR

∆Driver (ΩAr)

DIC -0.030±0.018 0.002±0.020 -0.040±0.010
TA -0.110±0.015 0.025±0.012 -0.005±0.005
SSS 0.001±0.000 -0.001±0.000 0.000±0.000
SST 0.000±0.000 0.001±0.000 0.001±0.000

∆Driver ([H+])

DIC 0.209±0.130 -0.022±0.110 0.213±0.052
TA 0.767±0.102 -0.115±0.060 0.023±0.025
SSS -0.055±0.001 0.011±0.000 -0.003±0.000
SST 0.012±0.000 0.069±0.001 0.054±0.000

5.5.1 Northern PAR Drivers

Table 5 and Figure 8 indicate that the primary cause of surface acidification

in the Northern PAR is decreasing TA. ∆DriverTA-ΩAr had a value of -0.11 units

decade−1, accounting for approximately 91% of the total ΩAr trend of -0.12 units

decade−1. Increasing DIC further drove acidification, with a ∆DriverDIC-ΩAr value

of -0.03 units decade−1. The direct effect of declining SSS acted to mitigate acid-

ification trends (∆DriverSSS-ΩAr = 0.001 units decade−1), though its effect was

orders of magnitude less than TA and DIC. Rising SST had no effect on ΩAr

trends, evidenced by the ∆DriverSST-ΩAr value of 0.000 units decade−1.

Driver decomposition of [H+] yields similar results. Negative trends in TA

were the major factor driving acidification (∆DriverTA-[H
+] = 0.767 nmol kg−1

decade−1) and accounted for approximately 90% of the total [H+] trend of 0.851
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nmol kg−1 decade−1. Rising DIC was again the second largest factor (∆DriverDIC-

[H+] = 0.209 nmol kg−1 decade−1). Unlike ΩAr, SSS and SST had a more notable

effect on [H+] trends. The direct effect of freshening slightly mitigated acidification

(∆DriverSSS-[H
+] = -0.055 nmol kg−1 decade−1) while rising temperatures drove

it, albeit at insignificant levels (∆DriverSST-[H
+] = -0.003 nmol kg−1 decade−1)

5.5.2 Bering Sea Shelf Drivers

Similar to the Northern PAR, changes in TA were the primary driver for

observed trends in ΩAr on the Bering Sea shelf. Unlike the Northern PAR,

the Bering Sea shelf experienced an overall increase in TA, driving basification

(∆DriverTA-ΩAr = 0.025 units decade−1). DIC was again the second strongest

driver (∆DriverDIC-ΩAr = 0.002 units decade−1), the major difference being DIC

decreased on the Bering Sea shelf. While the effect of changes in DIC on ΩAr are

low compared to TA, the fact that DIC is not driving acidification is noteworthy in

itself. The direct effects of trends in SSS (∆DriverSSS-ΩAr = -0.001 units decade−1)

and SST (∆DriverSST-ΩAr = 0.001 units decade−1) on ΩAr trends were relatively

minor and cancelled each other out.

For [H+], positive trends in TA were the primary factor and also drove basi-

fication (∆DriverTA-[H
+] = -0.115 nmol kg−1 decade−1). However, unlike ΩAr,

warming had the second-largest impact on [H+] trends and acted to increase

[H+] (∆DriverSST-[H
+] = 0.069 nmol kg−1 decade−1). Decreasing DIC bolstered

the basification driven by increased TA (∆DriverDIC-[H
+] = -0.022 nmol kg−1

decade−1), whereas the direct effects of salinity worked in tandem with SST to

drive acidification (∆DriverSSS-[H
+] = 0.011 nmol kg−1 decade−1). The overall

result of no [H+] trend for the Bering Sea shelf arises from the combined effects of

TA and DIC trends driving a decrease in [H+], while changes in SST and SSS act

to increase [H+].

39



5.5.3 Southern PAR Drivers

The drivers of ocean acidification in the Southern PAR closely match that of

the global, ice-free ocean. The specific values for all 12 driver components for ΩAr

and [H+] almost exactly match what Ma et al. (2023) found for the same region.

The primary driver of acidification for ΩAr was increased DIC (∆DriverDIC-ΩAr =

-0.040 units decade−1). TA had a relatively minor effect (∆DriverTA-ΩAr = -0.005

units decade−1), while trends in SSS (∆DriverSSS-ΩAr = 0.000 units decade−1) and

SST (∆DriverSST-ΩAr = 0.001 units decade−1) had no effect on the overall trend.

DIC was also the primary factor driving acidification for [H+] trends

(∆DriverDIC-[H
+] = 0.213 nmol kg−1 decade−1). Similar to the Bering Sea

shelf, rising temperatures had a larger effect on [H+] trends compared to ΩAr

(∆DriverSST-[H
+] = 0.054 nmol kg−1 decade−1) and also drove acidification.

TA contributed an order of magnitude less than rising DIC (∆DriverTA-[H
+] =

0.023 nmol kg−1 decade−1) and the direct effects of SSS were inconsequential

(∆DriverSSS-[H
+] = -0.003 nmol kg−1 decade−1).
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6. DISCUSSION

6.1 Processes Driving TA Uncertainty

The spatial distribution of TA prediction error, as shown in Figure 4a, can shed

light on regions with more complex biogeochemical processes. While a strong cor-

relation exists between TA and SSS, certain processes can disrupt this relationship

as detailed in Section 4.5. For instance, the formation and dissolution of calcium

carbonate (CaCO3) impacts TA without affecting SSS. Areas undergoing CaCO3

dissolution would exhibit a rise in TA not mirrored in SSS measurements, leading

to a higher prediction error. This increase in error, while highlighting a limitation

in the TA prediction method’s ability to accommodate salinity-independent pro-

cesses, also signals underlying changes at these locations, providing valuable clues

for further analysis.

Regions exhibiting the highest TA prediction errors correspond to areas where

rivers drain into the sea, such as the Beaufort Sea near the Mackenzie River dis-

charge, the East Siberian Sea at the Kolyma River outlet, and the northern Gulf

of Alaska which is influenced by the Susitna and Copper Rivers. This pattern

suggests that riverine inputs significantly affect the accuracy of our TA predic-

tions by introducing variability not accounted for by SSS and SST alone. It also

supports the notion that some Arctic rivers are undergoing significant changes in

chemical composition (e.g. TA, nutrient concentration, dissolved organic carbon)

as a result of climate change and anthropogenic activities and noted in prior work

(Drake et al., 2018; Tank et al., 2023).

Shifts in plankton species composition, particularly changes involving coccol-

ithophores - a group of highly-productive marine calcifiers - represents another

salinity-independent factor affecting TA prediction accuracy. Coccolithophores

significantly influence carbonate system dynamics. For instance, while primary
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productivity decreases DIC and marginally increases TA, CaCO3 formation, char-

acteristic of coccolithophores, leads to a reduction in TA (due to the removal of

Ca2+ ions) and ΩAr (by eliminating CO2−
3 ions), as illustrated in the following

reaction. This reaction also raises CO2 levels, thereby lowering pH:

2HCO−
3 + Ca2+ ⇀↽ CO2 + CaCO3 +H2O (17)

Consequently, changes such as the poleward movement of Atlantic-sourced

coccolithophores into the Arctic (Ardyna and Arrigo, 2020) can substantially al-

ter local carbonate system dynamics, highlighting the complex interplay between

biological activity and ocean chemistry. These processes underscore how regions

of with high TA prediction residuals may simultaneously indicate regions that

warrant further investigation.

6.2 Northern PAR

Our results indicate that surface acidification rates in the Northern PAR

far exceed the global average primarily due to declining TA. This is a departure

from the global, ice-free ocean where DIC drives acidification by an order of

magnitude more than TA, SSS, or SST (i.e., ∆DriverDIC >> ∆DriverTA, SSS, SST)

(Ma et al., 2023). This negative trend in TA is likely due to sea ice decline as

evidenced by Figure 9 and reported in prior, localized studies (Zhang et al., 2020b;

Qi et al., 2022). Figures 9 (a)-(c) compare decadal trends (1993-2021) in sea

ice thickness, SSS, and TA for the Northern PAR calculated using the seasonal

Theil-Sen estimator. The center of the Arctic Ocean subregion exhibits strong

negative trends in sea ice thickness (-0.8 m decade−1), SSS (-1.0 psu decade−1),

and TA (-56.5 µmol kg−1 decade−1), coinciding with the highest observed acidi-

fication rates in the PAR (Figure 7). Positive Pearson correlation coefficient (r)

values across the Northern PAR between time series of sea ice thickness and SSS
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(Figure 9(d)), and sea ice thickness and TA (Figure 9(e)), confirm the positive

relationship between ice thickness, SSS, and TA. Areas with the most pronounced

declines in ice thickness, SSS, and TA exhibit r values between 0.6 and 0.7 (where

r=0 signifies no correlation and r=1 indicates perfect correlation), demonstrating

a strong correlation between ice thickness and SSS and ice thickness and TA. This

evidence supports the notion that the reduction in TA, and therefore the high

rates of surface acidification, were primarily driven primarily by sea ice decline.

Figure 9: Decadal trends in (a) sea ice thickness, (b) SSS, and (c) TA for the
Northern PAR from 1993-2021 determined using the seasonal Theil-Sen estimator.
Locations with the highest rates of sea ice decline correspond to locations with
strong negative SSS and TA trends. The Pearson correlation coefficient (r) between
time series of ice thickness and SSS (d) and ice thickness and TA (e) statistically
verify this observation. Only cells with p < 0.05 are plotted. The center of the
Arctic subregion, which shows the highest rates of decline for sea ice, SSS, and
TA, have r values between 0.6-0.7, indicating strong correlation.
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Sea ice decline drives ocean acidification through dilution and enhanced CO2

uptake. The mechanisms by which this occurs are heavily dependent on sea ice

characteristics and can be broken into three distinct phases as shown in Figure 10.

Figure 10 compares time series of sea ice thickness, SSS, surface pCO2, and air-sea

carbon flux (negative being into the water) from 1993-2021 in the Beaufort Gyre

(75°N, 215°E). Phase I (1993-1998) is characterized by year-round multi-year ice

cover. Sea ice thickness declined (-0.14 m yr−1), driving dilution as indicated by

the negative SSS trend (-0.4 psu yr−1). Qi et al. (2022) found that dilution-driven

reductions in TA and DIC from sea ice melt lower pCO2, explaining the negative

pCO2 trend (-7.8 µatm yr−1). Persistent ice cover prevented significant air-sea

carbon flux, resulting in consistent near-zero flux values during Phase I. This di-

lution process primed surface waters underlying the ice for rapid acidification by

decreasing both TA, lowering its resistance to acidification, and pCO2, strength-

ening the pCO2 gradient between underlying seawater and rising atmospheric CO2

concentrations.

Phase II (1998-2013) marks the transition from a regime dominated by thick,

multi-year ice with persistent coverage to one where thinner, seasonal first-year ice

predominates, with September 1998 recording a historic low in sea ice extent that

signaled the sea ice transition (Hutchings and Rigor, 2012; Zhang et al., 2020a).

The remaining multi-year ice continued to melt, indicated by the ice thickness rate

of -0.11 m yr−1, driving further dilution as seen in the SSS trend of -0.3 psu yr−1.

Dilution-induced low pCO2 values facilitated rapid pCO2 uptake due to the strong

air-sea pCO2 gradient, reversing the negative pCO2 trend of Phase I to a positive

trend of 9.6 µatm year−1 in Phase II. This is primarily because atmospheric CO2

could now flux into surface waters due to the exposed air-sea interface, as indicated

by the large negative September spikes in air-sea flux in Phase II that were not
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Figure 10: Time series of ice thickness, SSS, surface pCO2, and air-sea carbon flux in the Beaufort Gyre (75°N, 215°E) from
1993-2021. This location corresponds to the highest observed acidification rates of the PAR. The time series is broken into
three phases as described in Section 6.2. Phase I is characterized by thinning ice, which lowers SSS, TA, and pCO2 via
dilution. Persistent ice cover prevents air-sea flux, enabling a negative pCO2 trend. Phase II marks when this location is
predominated by seasonal sea ice and air-sea flux can rapidly increase pCO2 levels. Dilution stops by Phase III and the
air-sea pCO2 gradient is smaller, reducing CO2 uptake.
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present during Phase I. This swift uptake, alongside the dilution-driven reduction

in TA during Phases I and II, primarily drove the rapid acidification observed

in the Beaufort Gyre. As the air-sea pCO2 gradient diminished, so too did the

seasonal carbon flux into the sea surface and the rate of pCO2 uptake, signaling

the shift to Phase III.

Phase III (2013-2021) is characterized by a stabilization of sea ice thickness

and a lack of dilution, as evidenced by p-values for ice thickness and SSS trends

of 0.69 and 0.60, respectively. Surface pCO2 levels continued to climb at a rate

of 2.3 µatm yr−1, a pace four times slower than in Phase II and about 35% faster

than the global average increase of 1.7 µatm yr−1. Surface waters remained a

consistent carbon sink each September, albeit at considerably reduced rates (-2.1

to 0.7 mol C m2 yr−1) compared to Phase II. Although we identified January 2013

as the boundary between Phase II and III, the actual transition likely represents

a gradual, less distinct shift than the clear, stepwise shift from Phase I to II.

The decadal carbonate system trends summarized in Table 4 reflect an average

across the entire time series and, therefore, might not fully capture the nuanced,

shorter-scale processes specific to ice-dominated regions, as depicted in Figure

10. For instance, the overall 1993-2021 pCO2 trend in the Beaufort Gyre was 65

µatm decade−1, which is markedly different from the distinct trends of -78 µatm

decade−1 in Phase I, 97 µatm decade−1 in Phase II, and 23 µatm decade−1 in

Phase III. Nonetheless, averaging the rates from each phase according to their

respective durations yields an overall rate of approximately 61 µatm per decade,

closely aligning with the comprehensive trend of 65 µatm per decade.

These long-term averages, however, still justify that sea ice melt drove acidi-

fication rates. Recall that sTA and sDIC are the changes in TA and DIC, respec-

tively, after the effects of freshwater are removed. The large differences between
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TA and sTA (TA-sTA = -12.5 µmol kg−1 decade−1), and DIC and sDIC (DIC-

sDIC = -12.2 µmol kg−1 decade−1), rates should therefore be mostly attributable

to declining SSS. Having established the relationship between TA and SSS, and

DIC and SSS, for surface Arctic waters (Figure 11), multiplying the TA-SSS slope

(56.5 µmol kg−1 psu−1), and DIC-SSS slope (47.5 µmol kg−1 psu−1) by the SSS

trend (-0.211 psu decade−1) should equal the difference between TA and sTA, and

DIC and sDIC. Multiplying the TA-SSS slope by the SSS trend equals -11.9 µmol

kg−1, which almost completely accounts for the 12.5 µmol kg−1 decade−1 differ-

ence between TA and sTA rates. Likewise, multiplying the DIC-SSS slope by the

SSS trend equals -10.0 µmol kg−1 decade−1, signaling that 83% of the difference

between DIC and sDIC rates were due to freshening. The remaining difference

could be due spatial variability in DIC-SSS slopes or a drift in DIC-SSS slopes as

DIC increases due to anthropogenic CO2 uptake, neither of which are accounted

for in this first-order approximation. Having already established that negative

SSS trends in this region are strongly correlated to declining sea ice thickness, this

provides further support that the changes in TA and DIC responsible for the high

acidification rates were linked to sea ice decline.

Our findings reveal that significant sea ice melt, coupled with increasing at-

mospheric CO2 levels, led to rapid surface acidification in the Northern PAR,

especially in zones undergoing shifts in sea ice dynamics. This observation has

two primary implications. First, the intense acidification rates observed might be

a temporary condition in regions transitioning from dense, year-round ice to sea-

sonal coverage, as depicted in Figure 10. Zhang et al. (2020) observed this in the

Beaufort Sea, noting a decline in surface ΩAr by 0.5 units decade−1 from 1997-2007

followed by no ΩAr trend from 2007-2016. The second implication is that higher

latitudes, currently under year-round ice cover, might undergo rapid acidification
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Figure 11: This plot features discrete measurements of TA (n=415) TA and DIC
(n=3,356) from the upper 5 meters in the Arctic subregion. Note that while there
is a clear linear relationship between TA and SSS, and DIC and SSS, the TA slope
is 9 µmol kg−1 psu−1 higher than the DIC slope. This implies that decreasing SSS,
such as due to sea ice melt, will decrease TA faster than DIC.

akin to Phase II of Figure 10 if their ice thins sufficiently to expose the surface

waters to the atmosphere. However, the acidification rate would likely decline over

time as the air-sea CO2 gradient weakens as observed in Phase III.

6.3 Bering Sea Shelf

Our results indicate that basificiation (i.e., increasing ΩAr and decreasing

[H+]) occurred on the Bering Sea shelf from 1993-2021. This challenges the pre-

vailing literature that identifies the Bering Sea shelf as an acidification hotspot,

with studies listed in Table 1 showing OA rates at or exceeding global levels.
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Barring some coastal areas, our methodology exhibited low error and bias when

predicting carbonate system variables across most of the Bering Sea shelf, suggest-

ing our approach is well-equipped to detect significant trends as observed in the

Northern and Southern PAR. Considering the disagreement between our Bering

Sea shelf trends and the established literature, we also applied the bootstrap Theil-

Sen estimator trend methodology to the OceanSODA-ETHZ and CMEMS-LSCE

carbonate system datasets. This approach allowed us to compare trends across

datasets with a uniform methodology, underscoring that disagreements are a re-

sult of the datasets rather than the methodology. Trends in pCO2, pH, and ΩAr

derived from OceanSODA-ETHZ and CMEMS-LSCE are presented in Figure 12.

Comparing trend results across datasets reveals a spectrum of predicted

trends: our study indicates basification, OceanSODA points to acidification in

line with global averages, and CMEMS datasets fall in between. OceanSODA-

derived trends resulted in a significant pCO2 increase of 17 µatm decade−1 and a

pH rate of -0.019 units decade−1 . This aligns with the findings of Ma et al. (2023),

who found similar rates in the Bering Sea and subarctic Pacific using OceanSODA.

The CMEMS-LSCE datasets, meanwhile, showed more moderate changes: pCO2

increases of 9-11 µatm decade−1 — half the rate of OceanSODA — and pH trends

of -0.009 to -0.012 units decade−1, closely aligning with our observed trend of 0.003

pH units decade−1 within trend uncertainties.

Significant discrepancies were most notable in ΩAr rates: our analysis found

an increase of 0.031 units per decade, starkly contrasting OceanSODA’s -0.042

units decade−1. CMEMSr100 showed no statistically significant ΩAr trend, while

CMEMSr25 indicated a slight negative trend (-0.013 ± 0.010 units decade−1) with

high relative uncertainty (76%). These differences highlight the varying acidifi-

cation signals between datasets, with OceanSODA suggesting strong acidification
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Figure 12: The bootstrapped seasonal Theil-Sen estimator was used to determine
area-weighted average trends and trend uncertainties for pCO2, pH, and ΩAr from
1993-2021 on the Bering Sea shelf. The trend methodology was applied to the
CMEMSr100, CMEMSr25, and OceanSODA-ETHZ carbonate system datasets in
order to compare the trends of this study using a consistent methodology.

and CMEMS indicating milder trends than OceanSODA but more pronounced

than ours. The variance in trends between these datasets may be because MPI-

SOM-FFN (the pCO2 data used in this study), CMEMS, and OceanSODA are

all neural networks trained to predict carbonate system parameters on a global

scale, and as such may be limited in specific locales such as the Bering Sea shelf.
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Supporting our findings, Zhang et al. (2023) utilized a Gaussian process regression

(a non-neural network approach) to model surface pCO2 specifically for the Bering

Sea shelf. Their results revealed no significant surface pCO2 trend on the shelf

from 2003-2019. This concurs with our observations, suggesting our basification

trend is consistent with alternative analytical approaches.

Similar to observations in the Northern PAR, changes in ΩAr and [H+] on the

Bering Sea shelf were primarily influenced by decadal trends in TA, as depicted

in Figure 8. However, in contrast to the Northern PAR, the Bering Sea shelf saw

an increase in TA attributed to rising SSS. The Kendall trend test results (Figure

6) further clarify this dynamic. SSS, and therefore TA, increased on the western

shelf and exhibited no trend on the eastern shelf. The salinity increase on the

western half of the Bering Sea shelf raised buffer capacity because TA increases

with SSS faster than DIC, as shown in Figure 11. Given that DIC typically rises

with SSS, and anthropogenic CO2 also elevates DIC, we might expect DIC to

increase. However, our results show a decrease in both DIC and sDIC, suggesting

that another process is removing DIC from the surface quicker than anthropogenic

CO2 uptake and increased DIC due to SSS can raise surface DIC levels.

We propose that increased surface primary productivity, which extracts inor-

ganic carbon from surface waters and exports it to depth through the biological

pump, is this factor. As outlined in Section 3, the Bering Sea shelf experiences

spring and fall phytoplankton blooms due to nutrient-rich Anadyr water from

the western shelf and Alaskan Coastal water from the eastern shelf mixing on the

northern shelf. This dynamic supports the observation that rising primary produc-

tivity accounts for the basification trends observed on the northern shelf but not

on the southern shelf. Notably, the emergence of fall phytoplankton blooms, tied

to delayed sea ice formation and an extended growing season, suggests that pri-
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mary productivity may have risen in tandem with decreasing sea ice extent. This

hypothesis is supported by observed positive decadal trends in surface Chlorophyll

a (Oziel et al., 2022) and annual primary production (Brown and Arrigo, 2012),

as well as a biologically-driven increased summer carbon sink (Wang et al., 2022)

on the Bering Sea shelf over a similar timeframe, pointing to increased primary

productivity. This increase in primary productivity is likely responsible for the

observed declines in DIC on the Bering Sea shelf, thereby contributing to the

basification trends detected.

As described in Section 5.5, the direct effects of SSS and SST trends minimally

impacted the overall ΩAr trend. However, the direct effects of SSS and SST had a

notable effect on [H+] trends. While decreasing DIC and rising TA contributed to a

reduction in [H+], increased SSS and SST on the Bering Sea shelf worked to elevate

[H+], effectively neutralizing the overall trend. This significant influence of SSS and

SST on [H+], as opposed to their limited effect on ΩAr, explains the statistically

stronger and spatially extensive basification trends for ΩAr in comparison to less

pronounced [H+] trends for the Bering Sea shelf.

Our findings suggest that the Bering Sea shelf did not experience surface ocean

acidification from 1993 to 2021; instead, surface waters became less acidic in some

portions of the shelf, and remained stable in others, due to a decline in DIC, likely

due to enhanced primary production, and increased TA. The observed surface basi-

fication might account for the elevated acidification rates detected in bottom waters

of the Bering Sea shelf (Mathis et al., 2014; Pilcher et al., 2022), as organic carbon

from the surface undergoes remineralization at depth, increasing pCO2 and pro-

moting acidification. Although our findings diverge from the established literature

for this region, surface basification does occur in some coastal waters, where phys-

ical and biogeochemical processes are more complex than in the open ocean. Fac-
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tors such as rising river alkalinity concentrations (Kaushal et al., 2013), especially

from Arctic rivers (Drake et al., 2018; Tank et al., 2023), and increasing riverine

nutrient levels (Smith, 2003) may buffer coastal carbonate systems and enhance

primary production, respectively. Decadal basification trends observed in areas

such as Chesapeake Bay (Shen et al., 2020), the Gulf of Mexico (Hu et al., 2015;

Gomez et al., 2021), and coastal Netherlands (Provoost et al., 2010) indicate that

elevated atmospheric CO2 does not uniformly lead to acidification across all re-

gions. This underscores the importance of conducting further, ideally observa-

tional, studies on acidification in the Bering Sea to clarify these trends, especially

given the region’s significant economic value as a fishery and the potential impacts

of ocean acidification on marine organisms.

6.4 Southern PAR

The Southern PAR exhibited acidification rates approximately half the global

surface average, primarily due to increased DIC. The slight difference between

DIC and sDIC (0.3 µmol kg−1 per decade) indicates that freshwater dynamics had

minimal impact. Therefore, the increase in DIC is likely attributable to anthro-

pogenic CO2 uptake as noted in previous work (Ma et al., 2023) and expected in

an ice-free, open-ocean environment. However, the southern Alaska coast uniquely

showed no trends in pCO2, pH, or ΩAr, as depicted in Figure 6. This anomaly

could stem from the considerable uncertainty in pCO2 measurements along the

entire southern Alaska coast and significant TA uncertainty in the northern Gulf

of Alaska, hindering the bootstrap method’s ability to identify significant trends.

Additionally, the upwards trend observed for SSS, and consequently TA, along the

southern Alaskan coastline might have buffered the carbonate system, similar to

the Bering Sea shelf. Coastal Gulf of Alaska also experiences significant runoff

from land-terminating glaciers with higher TA than DIC, offering another poten-
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tial cause for positive TA trends (Pilcher et al., 2018). This buffering effect could

further obscure any potential acidification signal, especially amid uncertainty in

carbonate system predictions.

6.5 Caveats and Limitations

Our study’s primary limitation stems from the very issue it seeks to over-

come: significant spatial and temporal data gaps. Figure 2b highlights the scarcity

of carbonate system observations during the boreal spring and winter, especially

in sea-ice-affected zones, with most sampling occurring in the summer and fall.

This scarcity complicates, and in some locations prevents, prediction validation

for spring and winter months. The complex interplay between sea ice dynamics

and the carbonate system, coupled with the importance of sea ice trends to our

findings, underscores the critical gap presented by the absence of field samples in

these seasons. Moreover, certain areas within the PAR, such as key regions along

the Russian coast (western Bering Sea and East Siberian Sea) and the Canadian

Archipelago, suffer from a chronic lack of data throughout the year.

While these data gaps challenge our capacity to refine and validate predictive

models in some locale during certain seasons, they underscore the necessity of our

efforts to reconstruct the carbonate system from the limited data that is available.

Enhanced sampling efforts in the Arctic would gradually refine such predictions,

sharpening our understanding of the region’s evolving carbonate dynamics.
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7. CONCLUSION

By harnessing open-source datasets across the PAR, we identified spatial relation-

ships to predict surface TA from widely available datasets. In conjunction with the

MPI-SOM-FFN surface pCO2 dataset, it was possible to resolve the full surface

carbonate system on a monthly basis from 1993-2021. Leveraging this dataset, we

introduced a robust methodology for detecting and quantifying trends, marking

the first effort to systematically quantify trends in surface carbonate system pa-

rameters across the PAR. This approach bridges spatial and temporal gaps in our

understanding of trends outlined in Table 1. The Northern PAR lacks a publicly-

available comprehensive carbonate system dataset, with existing resources such as

CMEMS and OceanSODA offering limited coverage in ice-covered regions. There-

fore, the surface carbonate system dataset compiled in this study, as well as the

discrete bottle samples, are intended to facilitate subsequent research efforts.

Our findings reveal that the Northern PAR experienced rates of surface ocean

acidification 2-4 times higher than the global average, primarily attributed to the

dynamics between sea ice and the carbonate system in zones of multi-year ice

recession. Conversely, the Bering Sea shelf – a critical conduit for Pacific waters

into the Arctic Ocean – showed trends of basification, possibly due to enhanced

primary productivity. This suggests that while the PAR in general is vulnerable

to acidification, the highly productive ecosystem of the Bering Sea shelf acted to

mitigate the effects of rising atmospheric CO2, albeit with potential repercussions

for acidification in deeper waters. In the Southern PAR, an ice-free, open-ocean

regime, acidification proceeded at roughly half the global rate, largely driven by

anthropogenic CO2 absorption, underscoring varied responses within the PAR to

external forcing.

Should atmospheric CO2 continue to rise, surface waters of the PAR will
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likely continue to acidify. Continued anthropogenic warming poses a significant

threat to the high-latitude areas of the Northern PAR, which are currently shielded

from CO2 invasion by annually persistent sea ice. A transition in these regions

from a multi-year ice cover to a dominantly seasonal, first-year ice cover could

trigger rapid acidification similar to that observed in the Beaufort Gyre within this

study. Although rising primary productivity, potentially driven by sea ice changes,

currently seems to mitigate surface acidification on the Bering Sea shelf, it is likely

that this CO2 export from the surface will be surpassed by the influx of atmospheric

CO2, unless there is a sustained increase in primary productivity. Therefore, the

current basification observed on the Bering Sea shelf may be temporary, with future

data potentially showing acidification. Likewise, the Southern PAR is expected to

keep acidifying as atmospheric CO2 levels rise.

Key areas for future investigation include detailed analyses of regions with

high uncertainties in pCO2 and TA to refine trend identification. Moreover, en-

hancing the methodologies for predicting pCO2 and TA, especially by explicitly

incorporating seasonality, could significantly improve the accuracy of trend pre-

dictions and reduce uncertainties. Refining TA and DIC drivers into specific pro-

cesses such as net community production, calcification, and anthropogenic carbon

uptake (Fassbender et al., 2016; Ma et al., 2023), would offer further insight into

the drivers of long-term change in the carbonate system. The results pertaining

to the Bering Sea shelf, which contrast with prevailing literature, highlight a need

for future work focused on understanding the mechanisms driving changes in the

carbonate system of this ecologically important region.
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Dudarev, O., Charkin, A., Gukov, A., Bröder, L., et al. (2016). Acidification of
East Siberian Arctic shelf waters through addition of freshwater and terrestrial
carbon. Nature Geoscience, 9(5):361–365.

64



Sen, P. K. (1968). Estimates of the regression coefficient based on Kendall’s tau.
Journal of the American Statistical Association, 63(324):1379–1389.

Shen, C., Testa, J. M., Li, M., and Cai, W.-J. (2020). Understanding anthropogenic
impacts on pH and aragonite saturation state in Chesapeake Bay: Insights
from a 30-year model study. Journal of Geophysical Research: Biogeosciences,
125(7):e2019JG005620. e2019JG005620 2019JG005620.

Smith, R. A., Hirsch, R. M., and Slack, J. R. (1982). A study of trends in total
phosphorus measurements at NASQAN stations. US Government Printing
Office.

Smith, V. H. (2003). Eutrophication of freshwater and coastal marine ecosystems
a global problem. Environmental Science and Pollution Research, 10:126–139.

Spalding, M. D., Fox, H. E., Allen, G. R., Davidson, N., Ferdaña, Z. A., Finlayson,
M., Halpern, B. S., Jorge, M. A., Lombana, A., Lourie, S. A., Martin, K. D.,
McManus, E., Molnar, J., Recchia, C. A., and Robertson, J. (2007). Marine
Ecoregions of the World: A Bioregionalization of Coastal and Shelf Areas.
BioScience, 57(7):573–583.

Taibi, H. and Haddad, M. (2019). Estimating trends of the Mediterranean Sea level
changes from tide gauge and satellite altimetry data (1993-2015). Journal of
Oceanology and Limnology, 37(4):1176–1185.

Takahashi, T., Olafsson, J., Goddard, J. G., Chipman, D. W., and Sutherland,
S. C. (1993). Seasonal variation of CO2 and nutrients in the high-latitude
surface oceans: A comparative study. Global Biogeochemical Cycles, 7(4):843–
878.

Tank, S. E., McClelland, J. W., Spencer, R. G., Shiklomanov, A. I., Suslova,
A., Moatar, F., Amon, R. M., Cooper, L. W., Elias, G., Gordeev, V. V.,
et al. (2023). Recent trends in the chemistry of major northern rivers signal
widespread Arctic change. Nature Geoscience, 16(9):789–796.

Tassone, S., Besterman, A., Buelo, C., Walter, J., and Pace, M. (2021). Co-
occurrence of aquatic heatwaves with atmospheric heatwaves, low dissolved
oxygen, and low pH events in estuarine ecosystems. Estuaries and Coasts, 45.

Tassone, S. J., Besterman, A. F., Buelo, C. D., Ha, D. T., Walter, J. A., and
Pace, M. L. (2023). Increasing heatwave frequency in streams and rivers of
the United States. Limnology and Oceanography Letters, 8(2):295–304.

Timmermans, M.-L. and Toole, J. M. (2023). The Arctic Ocean’s Beaufort Gyre.
Annual Review of Marine Science, 15:223–248.

65



Tu, Z., Le, C., Bai, Y., Jiang, Z., Wu, Y., Ouyang, Z., Cai, W.-J., and Qi, D.
(2021). Increase in CO2 uptake capacity in the Arctic Chukchi Sea during
summer revealed by satellite-based estimation. Geophysical Research Letters,
48(15):e2021GL093844.

Uppström, L. R. (1974). The boron/chlorinity ratio of deep-sea water from the
Pacific Ocean. Deep Sea Research and Oceanographic Abstracts, 21(2):161–
162.

van Heuven, S., Pierrot, D., Rae, J., Lewis, E., and Wallace, D. (2011). MATLAB
program developed for CO2 system calculations.

Waga, H. and Hirawake, T. (2020). Changing occurrences of fall blooms associated
with variations in phytoplankton size structure in the Pacific Arctic. Frontiers
in Marine Science, 7:209.

Walsh, J. E. and Chapman, W. L. (2001). 20th-century sea-ice variations from
observational data. Annals of Glaciology, 33:444–448.

Wang, H., Lin, P., Pickart, R. S., and Cross, J. N. (2022). Summer surface CO2
dynamics on the Bering Sea and eastern Chukchi Sea shelves from 1989 to
2019. Journal of Geophysical Research: Oceans, 127(1):e2021JC017424.

Wiseman, W., Swenson, E. M., and Power, J. (1990). Salinity trends in Louisiana
estuaries. Estuaries, 13:265–271.

Woosley, R. J. and Millero, F. J. (2020). Freshening of the western Arctic
negates anthropogenic carbon uptake potential. Limnology and oceanography,
65(8):1834–1846.

Wynn, J. G., Robbins, L., and Anderson, L. (2016). Processes of multibathyal
aragonite undersaturation in the Arctic Ocean. Journal of Geophysical Re-
search: Oceans, 121(11):8248–8267.

Xue, L., Yang, X., Li, Y., Li, L., Jiang, L.-Q., Xin, M., Wang, Z., Sun, X., and Wei,
Q. (2020). Processes controlling sea surface pH and aragonite saturation state
in a large northern temperate bay: Contrasting temperature effects. Journal
of Geophysical Research: Biogeosciences, 125(7):e2020JG005805.

Yamamoto-Kawai, M., McLaughlin, F. A., Carmack, E. C., Nishino, S., and Shi-
mada, K. (2009). Aragonite undersaturation in the Arctic Ocean: effects of
ocean acidification and sea ice melt. Science, 326(5956):1098–1100.

Zeebe, R. E., Ridgwell, A., and Zachos, J. C. (2016). Anthropogenic carbon re-
lease rate unprecedented during the past 66 million years. Nature Geoscience,
9(4):325–329.

66



Zhang, S., Bai, Y., He, X., Jiang, Z., Li, T., Gong, F., Yu, S., and Pan, D. (2023).
Spatial and temporal variations in sea surface pCO2 and air-sea flux of CO2
in the Bering Sea revealed by satellite-based data during 2003-2019. Frontiers
in Marine Science, 10:1099916.

Zhang, Y., Wei, H., Lu, Y., Luo, X., Hu, X., and Zhao, W. (2020a). Dependence
of Beaufort Sea low ice condition in the summer of 1998 on ice export in the
prior winter. Journal of Climate, 33(21):9247–9259.

Zhang, Y., Yamamoto-Kawai, M., andWilliams, W. (2020b). Two decades of ocean
acidification in the surface waters of the Beaufort Gyre, Arctic Ocean: effects
of sea ice melt and retreat from 1997–2016. Geophysical Research Letters,
47(3):e60119. e60119 2019GL086421.

Zuo, H., Balmaseda, M. A., Tietsche, S., Mogensen, K., and Mayer, M. (2019). The
ECMWF operational ensemble reanalysis-analysis system for ocean and sea
ice: a description of the system and assessment. Ocean science, 15(3):779–808.

67



A. Cruise Data Summary Table

Table 6: Summary of cruise data from discrete bottle samples. An X denotes the measured parameters provided in the
dataset. Notes: (1) GLODAP v2.2022 (2) NCEI (3) PANGAEA (4) DataONE (5) Arctic Data Center (6) No measurement
error reported.

EXPOCODE DIC TA pH pCO2 Year Notes DOI

318M19730822 X X X X 1973 1 doi.org/10.25921/27a9-8r69
18TH19740811 X X X X 1974 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18AW19860910 X 1986 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18PZ19861014 X 1986 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
189119870330 X 1987 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18DD19870731 X 1987 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18EN19870330 X 1987 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18EN19870717 X 1987 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18PZ19870923 X 1987 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18PZ19871124 X 1987 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18PZ19880502 X 1988 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18PZ19880628 X 1988 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18PZ19881129 X 1988 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD19890213 X 1989 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18PZ19890501 X 1989 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18PZ19891003 X 1989 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18HS19900906 X 1990 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18PZ19900509 X 1990 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18PZ19900822 X 1990 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18EN19911017 X 1991 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
31DS19910216 X 1991 1 doi.org/10.3334/cdiac/otg.31dicgc91 2
31DS19910307 X 1991 1 doi.org/10.3334/cdiac/otg.31dicgc91 2
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Table 6 continued from previous page

EXPOCODE DIC TA pH pCO2 Year Notes DOI

77DN19910726 X X X X 1991 1 doi.org/10.3334/cdiac/otg.carina 77dn19910726
18DD19920203 X X X X 1992 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD19920908 X 1992 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18HS19920920 X 1992 1 doi.org/10.3334/cdiac/otg.ios arct carbn
322019920816 X X X X 1992 1 doi.org/10.3334/cdiac/otg.ndp075
49HG19920807 X X X X 1992 1 doi.org/10.3334/cdiac/otg.pacifica 49hg19920807
18DD19930226 X 1993 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD19930514 X X X X 1993 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18HS19930824 X X X X 1993 1 doi.org/10.3334/cdiac/otg.ios arct carbn
325019930515 X X X X 1993 1 doi.org/10.3334/cdiac/otg.325021 1
325019930705 X X X X 1993 1 doi.org/10.3334/cdiac/otg.325023 1
49HG19930413 X X X X 1993 1 doi.org/10.3334/cdiac/otg.pacifica 49hg19930413
49HG19930807 X X X X 1993 1 doi.org/10.3334/cdiac/otg.pacifica 49hg19930807
49OS19930611 X X 1993 1 doi.org/10.3334/cdiac/otg.pacifica 49os19930611
18DD19940510 X X X X 1994 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD19940906 X X X X 1994 1 doi.org/10.3334/cdiac/otg.18dd9403 1 2
18SN19940724 X X X X 1994 1 doi.org/10.3334/cdiac/otg.carina 18sn19940724
49HG19940413 X X X X 1994 1 doi.org/10.3334/cdiac/otg.pacifica 49hg19940413
49HG19940808 X X X X 1994 1 doi.org/10.3334/cdiac/otg.pacifica 49hg19940808
90AQ19940706 X X X X 1994 1 doi.org/10.3334/cdiac/otg.carina 90aq19940706
18DD19950207 X 1995 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD19950508 X 1995 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18SN19950803 X X X X 1995 1 doi.org/10.3334/cdiac/otg.ios arct carbn
49HG19950807 X X X X 1995 1 doi.org/10.3334/cdiac/otg.pacifica 49hg19950807
06AQ19960712 X X X X 1996 1 doi.org/10.3334/cdiac/otg.carina 06aq19960712
18DD19960219 X X X X 1996 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD19960506 X X X X 1996 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD19960812 X X X X 1996 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
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Table 6 continued from previous page

EXPOCODE DIC TA pH pCO2 Year Notes DOI

18SN19960910 X X X X 1996 1 doi.org/10.3334/cdiac/otg.ios arct carbn
49HG19960807 X X X X 1996 1 doi.org/10.3334/cdiac/otg.pacifica 49hg19960807
18DD19970212 X X X X 1997 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD19970604 X X X X 1997 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD19970827 X X X X 1997 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18SN19970831 X X 1997 1 doi.org/10.3334/cdiac/otg.carina 18sn19970831
18SN19970924 X X X X 1997 1 doi.org/10.3334/cdiac/otg.carina 18sn19970924
49NZ19971111 X X X X 1997 1 doi.org/10.3334/cdiac/otg.pacifica 49nz19971111
18DD19980219 X 1998 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
49HO19980718 X X X X 1998 1 doi.org/10.3334/cdiac/otg.pacifica 49ho19980718
18DD19990602 X X X X 1999 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD19990824 X X X X 1999 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
49HO19990719 X X X X 1999 1 doi.org/10.3334/cdiac/otg.pacifica 49ho19990719
49K619990523 X X X X 1999 1 doi.org/10.3334/cdiac/otg.woce p01 1999
49NZ19990508 X X X X 1999 1 doi.org/10.3334/cdiac/otg.pacifica 49nz19990508
49NZ19990823 X X X X 1999 1 doi.org/10.3334/cdiac/otg.woce p01 1999
49NZ19990911 X X 1999 1 doi.org/10.3334/cdiac/otg.pacifica 49nz19990911
18DD20000208 X X X X 2000 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20000531 X X X X 2000 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20000905 X X X X 2000 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18LU20000705 X X X X 2000 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18LU20000902 X X X X 2000 1 doi.org/10.3334/cdiac/otg.ios arct carbn
49HG20000912 X X X X 2000 1 doi.org/10.3334/cdiac/otg.pacifica 49hg20000912
49NZ20000105 X X X X 2000 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20000105
49NZ20000803 X X X X 2000 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20000803
18DD20010206 X X X X 2001 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
49HG20010813 X X X X 2001 1 doi.org/10.3334/cdiac/otg.pacifica 49hg20010813
49NZ20010604 X X X X 2001 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20010604
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49NZ20010723 X X X X 2001 1 doi.org/10.3334/cdiac/otg.clivar p17n 2001
49NZ20010828 X X X X 2001 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20010828
18RD20020922 X X X X 2002 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18SN20020816 X X X X 2002 1 doi.org/10.3334/cdiac/otg.ios arct carbn
32H120020505 X X X X 2002 1 doi.org/10.3334/cdiac/otg.carina 32h120020505
32H120020718 X X X X 2002 1 doi.org/10.3334/cdiac/otg.carina 32h120020718
49NZ20020822 X X X X 2002 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20020822
49NZ20021011 X X X X 2002 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20021011
18DL20030913 X X X X 2003 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18DL20031015 X X X X 2003 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18DL20031126 X X X X 2003 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18SN20030806 X X X X 2003 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18VT20030902 X X X X 2003 1 doi.org/10.7289/v5k64gcp
18VT20031201 X X X X 2003 1 doi.org/10.7289/v5k64gcp
49NB20030705 X X X X 2003 1 doi.org/10.3334/cdiac/otg.pacifica 49nb20030705
49NZ20030220 X X X X 2003 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20030220
49UP20030620 X 2003 1 doi.org/10.25921/3rar-a808
18DD20040218 X X X X 2004 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20040602 X X X X 2004 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20040821 X 2004 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DL20040107 X X X X 2004 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18DL20040218 X X X X 2004 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18DL20040401 X X X X 2004 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18DL20040513 X X X X 2004 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18DL20040625 X X X X 2004 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18DL20040806 X X X X 2004 1 doi.org/10.3334/cdiac/otg.ios arct carbn
32H120040515 X X X X 2004 1 doi.org/10.3334/cdiac/otg.carina 32h120040515
32H120040718 X X X X 2004 1 doi.org/10.3334/cdiac/otg.carina 32h120040718
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49NZ20040327 X X X X 2004 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20040327
49NZ20040807 X X X X 2004 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20040807
49NZ20040901 X 2004 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20040901
49NZ20041013 X X X X 2004 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20041013
49UP20040608 X 2004 1 doi.org/10.3334/cdiac/otg.pacifica 49ry20040608
18DD20050211 X X X X 2005 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18SN20050729 X X X X 2005 1 doi.org/10.3334/cdiac/otg.ios arct carbn
49NZ20050228 X X X X 2005 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20050228
49NZ20050913 X X X X 2005 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20050913
49UP20050615 X 2005 1 doi.org/10.3334/cdiac/otg.pacifica 49ry20050615
77DN20050730 X X X 2005 1 doi.org/10.3334/cdiac/otg.clivar 77dn20050819
77DN20050819 X X X X 2005 1 doi.org/10.3334/cdiac/otg.clivar 77dn20050819
18DD20060130 X X X X 2006 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20060919 X X X X 2006 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18SN20060805 X X X X 2006 1 doi.org/10.3334/cdiac/otg.ios arct carbn
325020060213 X X X X 2006 1 doi.org/10.25921/bvaz-zm17
49NZ20060526 X X X X 2006 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20060526
49NZ20060821 X X X X 2006 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20060821
49UP20060607 X 2006 1 doi.org/10.3334/cdiac/otg.pacifica 49ry20060607
06AQ20070728 X X X X 2007 1 doi.org/10.3334/cdiac/otg.clivar arkxxii 2
18DD20070208 X X X X 2007 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20070530 X X X X 2007 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20070814 X X X X 2007 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18SN20070704 X X X X 2007 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18SN20070726 X X X X 2007 1 doi.org/10.3334/cdiac/otg.ios arct carbn
32WC20070511 X X X X 2007 1 doi.org/10.3334/cdiac/otg.clivar nacp west coast cruise 2007
49NZ20070724 X X X X 2007 1 doi.org/10.3334/cdiac/otg.clivar p01 2007
49NZ20070904 X X X X 2007 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20070904

72



Table 6 continued from previous page

EXPOCODE DIC TA pH pCO2 Year Notes DOI

49NZ20071008 X X X X 2007 1 doi.org/10.3334/cdiac/otg.clivar p14 2007
49UP20070606 X 2007 1 doi.org/10.3334/cdiac/otg.pacifica 49ry20070606
NPEO20070422 X 2007 5, 6 doi.org/10.18739/A25T3FZ8X
18DD20080131 X X X X 2008 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20080813 X X X X 2008 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18LU20080702 X X X X 2008 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18LU20080923 X X X X 2008 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18SN20080717 X X X X 2008 1 doi.org/10.3334/cdiac/otg.ios arct carbn
325020080826 X X X X 2008 1 doi.org/10.3334/cdiac/otg.clivar tn224 2008
33A020080502 X X 2008 2 doi.org/10.25921/44kh-zb66
33A020080913 X X 2008 2 doi.org/10.25921/44kh-zb66

33HQ20080329 X X X X 2008 1
doi.org/10.3334/cdiac/otg.best08spr 33hq20080329
doi.org/10.25921/531n-c230

33HQ20080703 X X X X 2008 1
doi.org/10.25921/px3e-rb18
doi.org/10.25921/531n-c230

49MR0804 X 2008 jamstec.go.jp/iace/e/report/
49NZ20081011 X X X X 2008 1 doi.org/10.3334/cdiac/otg.pacifica 49nz20081011
76XL20080730 X X 2008 2 doi.org/10.25921/d4te-fs53
90JS20080815 X X X X 2008 1 doi.org/10.25921/0sv9-dj92
ARKXXIII/3 X 2008 2 ncei.noaa.gov/archive/accession/0065370
NPEO20080321 X 2008 5, 6 doi.org/10.18739/A25T3FZ8X
NPEO20080406 X 2008 5, 6 doi.org/10.18739/A25T3FZ8X
18DL20090730 X X 2009 doi.org/10.17882/75345
18LU20090710 X X X X 2009 1 doi.org/10.3334/cdiac/otg.ios arct carbn
18SN20090917 X X X X 2009 1 doi.org/10.3334/cdiac/otg.ios arct carbn

316N20090614 X X X X 2009 1
doi.org/10.25921/sqkj-f093
doi.org/10.25921/531n-c230
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31FN20090924 X X X X 2009 1
doi.org/10.25921/14tb-zk16
doi.org/10.25921/531n-c230

33A020090503 X X 2009 2 doi.org/10.25921/n43y-9r47
33A020090914 X X 2009 2 doi.org/10.25921/n43y-9r47

33HQ20090403 X X X X 2009 1
doi.org/10.25921/f6g1-3d67
doi.org/10.25921/531n-c230

49MR0903 X X 2009 jamstec.go.jp/iace/e/report/
49UF20090610 X 2009 1 doi.org/10.25921/7z5a-zj52
18DD20100203 X X X X 2010 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20100606 X X X X 2010 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20100720 X X X X 2010 1 doi.org/10.7289/v5k64gcp
18SN20100915 X X X X 2010 1 doi.org/10.25921/w3rp-tx17
18VT20100403 X X X X 2010 1 doi.org/10.7289/v5k64gcp
18VT20100805 X X X X 2010 1 doi.org/10.7289/v5k64gcp
18VT20101029 X X X X 2010 1 doi.org/10.7289/v5k64gcp
325020100509 X X X X 2010 1 doi.org/10.25921/kjhg-2n93
32QO20100503 X X 2010 2 doi.org/10.25921/avxr-m571
33A020100914 X X 2010 2 doi.org/10.25921/avxr-m571
33HQ20100907 X X 2010 1 doi.org/10.3334/cdiac/otg.clivar 33hq20100907
49MR1005 X X 2010 jamstec.go.jp/iace/e/report/
49UF20100811 X X X X 2010 1 doi.org/10.25921/nfk6-b019
76XL20100709 X X 2010 2 doi.org/10.7289/v5862dr7
76XL20100710 X X 2010 5 doi.org/10.18739/A2928P
06AQ20110805 X X X X 2011 1 doi.org/10.25921/d0zx-ew89
18DD20110621 X X X X 2011 1 doi.org/10.7289/v5k64gcp
18SN20110721 X X X X 2011 1 doi.org/10.25921/y1cw-db38
18VT20110404 X X X X 2011 1 doi.org/10.7289/v5k64gcp
18VT20110805 X X X X 2011 1 doi.org/10.7289/v5k64gcp
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18VT20110909 X X X X 2011 1 doi.org/10.7289/v5k64gcp
18VT20111124 X X X X 2011 1 doi.org/10.7289/v5k64gcp
32WC20110812 X X X X 2011 1 doi.org/10.7289/v5jq0xz1
33A009072011 X X 2011 2 doi.org/10.25921/07yn-b044
33A020110506 X X 2011 2 doi.org/10.25921/07yn-b044
33HQ20111003 X X 2011 2 doi.org/10.3334/cdiac/otg.clivar 33hq20111003
49RY20110515 X X X X 2011 1 doi.org/10.3334/cdiac/otg.clivar p13 2011
NPEO20110416 X 2011 5, 6 doi.org/10.18739/A25T3FZ8X
18SN20120802 X X X X 2012 1 doi.org/10.25921/c5kx-sm59
18VT20120401 X X X X 2012 1 doi.org/10.7289/v5k64gcp
18VT20120405 X X X X 2012 1 doi.org/10.7289/v5k64gcp
18VT20120613 X X X X 2012 1 doi.org/10.7289/v5k64gcp
18VT20120714 X X X X 2012 1 doi.org/10.7289/v5k64gcp
18VT20120919 X X X X 2012 1 doi.org/10.7289/v5k64gcp

332220120904 X X X X 2012 1
doi.org/10.25921/e7m6-gh32
doi.org/10.25921/531n-c230

33A020120503 X X 2012 2 doi.org/10.25921/mttc-gc63
33A020120913 X X 2012 2 doi.org/10.25921/mttc-gc63
33HQ20121005 X X 2012 1 doi.org/10.3334/cdiac/otg.clivar 33hq20121005
49MR12E03 X X 2012 https://www.jamstec.go.jp/iace/e/report/
49UP20120602 X X X X 2012 1 doi.org/10.25921/vwtv-xw29
CHINARE2012 X 2012 doi.org/10.17632/vytzhmm254.2
18SN20130724 X X X X 2013 1 doi.org/10.25921/7r17-4q18
317W20130803 X X X X 2013 1 doi.org/10.7289/v5c53hxp
33A020130427 X X 2013 2 doi.org/10.25921/n5dy-h455
33A020130914 X X 2013 2 doi.org/10.25921/n5dy-h455
33HQ20131005 X X 2013 2 doi.org/10.3334/cdiac/otg.clivar 33hq20131005
49NZ20130828 X X 2013 jamstec.go.jp/iace/e/report/
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49UF20130531 X X X X 2013 1 doi.org/10.25921/asrw-nh27
18DD20140212 X X X X 2014 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DL20140817 X X 2014 3 doi.org/10.1594/PANGAEA.886238
18SN20140921 X X X X 2014 1 doi.org/10.25921/jkqw-ya62
18VT20141027 X X X X 2014 1 doi.org/10.25921/vr8n-x476
32H120140516 X X 2014 5 doi.org/10.18739/A27W6763M
33A020140503 X X 2014 2 doi.org/10.25921/ke3w-xp11
33A020140913 X X 2014 2 doi.org/10.25921/ke3w-xp11
49NZ20140717 X X X X 2014 1 doi.org/10.25921/x4pw-g263
49NZ20140831 X X 2014 jamstec.go.jp/iace/e/report/
49UF20140512 X X X X 2014 1 doi.org/10.25921/pjv7-3s61
77DN20140705 X X 2014 3 doi.org/10.1594/PANGAEA.843909
CHINAIRE2014 X 2014 doi.org/10.17632/vytzhmm254.2
NPEO20140415 X 2014 5, 6 doi.org/10.18739/A25T3FZ8X
06AQ20150817 X X X X 2015 1 doi.org/10.7289/v5319t5z
18DL20150710 X X X X 2015 1 doi.org/10.25921/651b-8d31
18DL20150714 X X 2015 3 doi.org/10.1594/PANGAEA.929298
18DL20150905 X X X X 2015 1 doi.org/10.25921/4xsw-e696
18SN20150920 X X X X 2015 1 doi.org/10.25921/c35k-0h70
18VT20150401 X X X X 2015 1 doi.org/10.25921/0cnc-x944
33A020150505 X X 2015 2 doi.org/10.25921/r7kp-0j46
33A020150914 X X 2015 2 doi.org/10.25921/r7kp-0j46
33HQ20150809 X X X X 2015 1 doi.org/10.3334/cdiac/otg.clivar arc01 33hq20150809
33RO20150525 X X X X 2015 1 doi.org/10.3334/cdiac/otg.go ship p16n 2015
33RO20150713 X X 2015 2 doi.org/10.25921/dey6-9h45
49MR1503 X X 2015 jamstec.go.jp/iace/e/report/
49UP20150604 X X X X 2015 1 doi.org/10.25921/g9qx-v677
18DD20160208 X X X X 2016 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
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18DD20160605 X X X X 2016 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20160817 X X X X 2016 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18SN20160922 X X X X 2016 1 doi.org/10.25921/jy88-9n09
24HU20160805 X X 2016 doi.org/10.25921/rycv-m555
33A020160430 X X 2016 2 doi.org/10.25921/ed32-3h29
33A020160915 X X 2016 2 doi.org/10.25921/ed32-3h29
33RO20160505 X X X X 2016 1 doi.org/10.7289/v5v40shg
49UP20160608 X X X X 2016 1 doi.org/10.25921/jffc-4p98
CHINARE2016 X 2016 doi.org/10.17632/vytzhmm254.2
18DD20170205 X X X X 2017 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20170604 X X X X 2017 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
24HU20170806 X X 2017 doi.org/10.25921/rycv-m555
332220170918 X X X X 2017 1 doi.org/10.25921/3qa5-v720
33A020170501 X X 2017 2 doi.org/10.25921/rvm1-vj65
33A020170916 X X 2017 2 doi.org/10.25921/rvm1-vj65
33HQ20170826 X X X X 2017 1 doi.org/10.25921/pks4-4p43
49MR1705C X X 2017 jamstec.go.jp/iace/e/report/
49UP20170623 X X X X 2017 1 doi.org/10.25921/bd00-5226
RVAKADEMIK201709 X 2017 6 doi.org/10.1134/S0016702920080054
18DN20180803 X X 2018 2 doi.org/10.25921/6pye-2x72
18LU20180218 X 2018 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
24HU20180804 X X 2018 doi.org/10.25921/rycv-m555
33HQ20180807 X X X X 2018 1 doi.org/10.25921/xc4b-xh20
49UP20180614 X X X X 2018 1 doi.org/10.25921/vzkj-kr87
76XL20180723 X 2018 2 doi.org/10.25921/xv5b-r238
CHINARE2018 X 2018 doi.org/10.17632/vytzhmm254.2
MR1805C X 2018 jamstec.go.jp/iace/e/report/
SKQ201810S X X 2018 4 doi.org/10.24431/rw1k45g
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TGX201809 X X 2018 4 doi.org/10.24431/rw1k45g
WSD201807 X X 2018 4 doi.org/10.24431/rw1k45g
18DD20190205 X X X X 2019 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DD20190602 X X X X 2019 1 doi.org/10.3334/cdiac/otg.clivar line p 2009
18DN20190802 X X 2019 2 doi.org/10.25921/yayq-gc09
33HQ20190806 X X X X 2019 1 doi.org/10.25921/b5s5-py61
49NZ20190927 X X 2019 jamstec.go.jp/iace/e/report/
49UP20190516 X X X X 2019 1 doi.org/10.25921/skr2-r320
CHINARE2019 X 2019 doi.org/10.17632/vytzhmm254.2
SKQ201915S X X 2019 4 doi.org/10.24431/rw1k45g
TGX201904 X X 2019 4 doi.org/10.24431/rw1k45g
TGX201909 X X X 2019 4 doi.org/10.24431/rw1k45g
33BI20201025 X X 2020 2 doi.org/10.25921/pnsd-sv10
49NZ20200919 X X 2020 jamstec.go.jp/iace/e/report/
49UP20200730 X X X X 2020 1 doi.org/10.25921/ga52-xk29
RVARAON20200717 X 2020 doi.org/10.5061/dryad.fbg79cnvp
SKQ202010S X X 2020 4 doi.org/10.24431/rw1k45g
SKQ202012S X X 2020 4 doi.org/10.24431/rw1k45g
33BI20211108 X X 2021 2 doi.org/10.25921/29r3-4z87
49UF20210515 X X X X 2021 1 doi.org/10.25921/f20y-3w61
77DN20210725 X X X 2021 2 doi.org/10.25921/eaf4-9658
SKQ202106S X X 2021 4 doi.org/10.24431/rw1k45g
SKQ202110S X X 2021 4 doi.org/10.24431/rw1k45g
TGX202109 X X X 2021 4 doi.org/10.24431/rw1k45g
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B. SSS and SST Effect on Calculation Uncertainty

Figure 13: Plots showing calculation error (calculated using errors.m) for DIC, [H+], and ΩAr based on the following
input parameters: TA = 2150 µmol kg−1, pCO2 = 350 µatm, TAErr = 20 µmol kg−1, pCO2Err = 50 µatm. Colored
lines denote discrete salinity values from 0-35 psu. Note that, while the exact values plotted will vary based on input
parameters, this represents overall relationships in calculation error as a function of temperature and salinity.
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C. TA Prediction Results by Subregion

Table 7: Detailed TA prediction results for all models and equations, organized by subregion.

LIAR Equation 1 Equation 2 Equation 3 Equation 4

OLS Robust GWR OLS Robust GWR OLS Robust GWR OLS Robust GWR

RMSE 76.9 26.3 26.5 25.6 26.3 26.6 25 26.3 26.6 24.4 26.2 28.1 25.3
MAE 68.5 18.2 18 17.1 18.2 18 16.8 18.2 18 16.4 17.6 17.4 16.5
MBE 67.04 -0.03 -3.16 1.2 -0.03 -3.21 0.47 -0.06 -3.24 0.44 -0.13 -4.1 0.91

R2 0.35 0.924 0.923 0.928 0.924 0.923 0.931 0.924 0.922 0.935 0.925 0.913 0.93
AICc 8379 6281 6298 6258 6285 6303 6215 6283 6304 6166 6278 6414 6236

a - 450.5 ± 5.7 413.3 ± 2.6 447.4 ± 111.4 449.9 ± 5.1 415.3 ± 2.6 441.7 ± 106.5 466.5 ± 7.8 418.4 ± 4.4 254.9 ± 700.8 315 ± 106.8 -417.8 ± 43 -361.9 ± 1225.7
b - 55.3 ± 0.2 56.5 ± 0.1 55.5 ± 3.9 55.3 ± 0.2 56.5 ± 0.1 55.6 ± 3.9 54.7 ± 0.3 56.3 ± 0.2 61.9 ± 23.2 66 ± 7.8 117.3 ± 3.1 111.1 ± 86.1
c - - - - 0.1 ± 0.3 -0.4 ± 0.3 -0.7 ± 13.6 32.1 ± 4.9 4 ± 3.9 -94.9 ± 497.8 -3.6 ± 0.3 -3.9 ± 0.2 -26.7 ± 176.2
d - - - - - - - -1.2 ± 0.2 -0.2 ± 0.2 3.1 ± 16.5 -0.2 ± 0.1 -1.1 ± 0.1 -1 ± 1.5

Arctic
Ocean

N=964

e - - - - - - - - - - 2.4 ± 0.2 2.8 ± 0.1 -5.8 ± 59.5

RMSE 182.7 68.5 99.9 51 66.2 99.7 54.4 65.4 76.2 57.2 58.2 60 58.1
MAE 120.7 41.6 49.1 26.9 41.4 49.4 28.7 38.5 40.1 29.3 36 35.9 33.4
MBE 115.09 0.46 12.68 3.93 -1.31 12.43 3.28 -2.32 5.25 4.79 -1.64 -2.86 -1.58

R2 0.698 0.96 0.916 0.977 0.962 0.915 0.973 0.963 0.95 0.97 0.97 0.968 0.969
AICc 787 596 649 594 593 651 606 594 615 616 580 584 620

a - 199.6 ± 29.4 496 ± 100.3 418.9 ± 225.2 185.1 ± 29.4 440.7 ± 106.1 522.9 ± 349.6 226.5 ± 33.3 310.3 ± 98 471.6 ± 278.5 -58.6 ± 37.1 88.2 ± 64 138.9 ± 781.4
b - 63.6 ± 1 52.7 ± 3.5 55.3 ± 8.7 64 ± 1 54.7 ± 3.7 51.4 ± 13.5 62.3 ± 1.2 59 ± 3.4 53.4 ± 10.7 96.9 ± 2.9 84.3 ± 4.9 82.9 ± 52.3
c - - - - 13.7 ± 1.5 3 ± 2.7 -13.6 ± 15.4 133.2 ± 21.5 175 ± 45.3 -1.5 ± 80.8 -5.3 ± 2.1 -6.1 ± 1.4 -15.3 ± 16.4
d - - - - - - - -4.5 ± 0.8 -6 ± 1.5 -0.5 ± 3 -0.9 ± 0.1 -0.6 ± 0.1 -0.6 ± 0.9

East
Siberian

Sea

N=75

e - - - - - - - - - - 3.9 ± 0.6 5.1 ± 1.6 2.1 ± 5

RMSE 31.3 11.8 13.8 13.3 12.9 12.9 18.4 12.2 12.2 14.7 325.8 330.4 55.1
MAE 24.4 9 10.1 11.8 9.8 9.9 13.2 8.8 9 12.5 120.4 122.1 30.4
MBE 14.47 0.51 1.73 6.06 1.11 1.04 8.21 3.08 2.95 3.53 105.78 107.22 24.63

R2 0.742 0.968 0.956 0.959 0.956 0.956 0.91 0.954 0.954 0.934 0 0 0.119
AICc 73 50 53 53 57 57 63 63 63 66 134 134 102

a - 68.8 ± 41.2 41.3 ± 72.3 214.2 ± 66.2 78.5 ± 94.1 72.4 ± 82.6 312.5 ± 131.4 -3699.8 ± 1347 -3699 ± 1334.8 -354.1 ± 491.7 -30174 ± 15660 -30281 ± 15922 -2872 ± 7121
b - 67.4 ± 1.4 68.3 ± 2.5 62.8 ± 2.1 67 ± 3.2 67.2 ± 2.8 59.2 ± 4.4 196 ± 46 196 ± 45.6 81.7 ± 17 2017.3 ± 1014 2024.3 ± 1031 264.9 ± 468.6
c - - - - -0.6 ± 3.1 -0.7 ± 2.7 -10.6 ± 6.2 -2316.9 ± 808.4 -2318.6 ± 801.9 -473.9 ± 352 89.1 ± 266.7 90.3 ± 270.4 8.2 ± 43.8
d - - - - - - - 79.1 ± 27.6 79.1 ± 27.4 15.7 ± 12 -31.3 ± 16.3 -31.4 ± 16.5 -3.3 ± 7.7

Upper
Arc.

N=9

e - - - - - - - - - - -8.1 ± 98.1 -7.7 ± 99.5 4.5 ± 17.9

RMSE 53.9 34.3 34.1 33.4 34.2 34.1 32.6 33.2 32.8 31.4 36.9 34.9 32.3
MAE 37.4 23 22.6 21.8 23.1 22.6 21 21.8 21.5 19.4 21.4 20.9 19.9
MBE 25.82 0.04 -2.69 1.71 0.03 -2.69 1.7 0.03 -1.74 1.38 0.32 -2.54 1.01

R2 0.762 0.904 0.905 0.909 0.904 0.905 0.913 0.91 0.912 0.919 0.888 0.9 0.914
AICc 13594 12020 12000 11957 12017 12002 11878 11917 11878 11754 12281 12088 11855

a - 511.6 ± 17.5 505.5 ± 3.3 554.5 ± 116.8 516.9 ± 18.1 505.8 ± 3.9 550.2 ± 114.5 431.8 ± 24.4 427.5 ± 3.5 404.4 ± 88.7 190.1 ± 370.7 -758.2 ± 89.6 165.5 ± 644.6
b - 53 ± 0.6 53.1 ± 0.1 51.7 ± 3.7 52.7 ± 0.6 53.1 ± 0.1 51.7 ± 3.9 55.6 ± 0.8 55.6 ± 0.1 56.5 ± 2.7 76.6 ± 25.3 139.6 ± 6.1 79.9 ± 43
c - - - - 0.9 ± 0.1 0 ± 0.1 0.1 ± 2.2 63.5 ± 5.8 64.9 ± 1.6 68.1 ± 34.1 -5 ± 0.2 -6.5 ± 0.2 -4.8 ± 2.5
d - - - - - - - -2.1 ± 0.2 -2.1 ± 0.1 -2.3 ± 1 -0.4 ± 0.4 -1.5 ± 0.1 -0.5 ± 0.7

Chukchi
Sea

N=1704

e - - - - - - - - - - 1 ± 0 1 ± 0 1.1 ± 0.5
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Table 7 continued from previous page

LIAR Equation 1 Equation 2 Equation 3 Equation 4

RMSE 90.2 91.6 92.4 78.2 88.6 89 78.2 82.7 82.7 76.4 86.8 103.1 76.9
MAE 62.7 61.7 61.3 40 61.6 60.8 39.8 57.1 56.3 37.6 56.4 53.8 39.5
MBE 20.14 0.43 -6.59 -3.71 0.41 -3.75 -3.99 0.45 -4.1 -3.57 0.53 2.05 -2.82

R2 0.602 0.589 0.582 0.761 0.615 0.611 0.76 0.664 0.665 0.771 0.63 0.478 0.767
AICc 10596 10574 10594 4799 10500 10511 4802 10341 10340 4777 10454 10857 4787

a - 1034.8 ± 21.9 904.4 ± 27.6 566.5 ± 92.1 998.4 ± 20.3 955.6 ± 18.6 560.1 ± 84.8 788.5 ± 23.7 732.2 ± 31.7 470.8 ± 65.7 1261.7 ± 99.9 2789.6 ± 45 247.3 ± 224.7
b - 35.8 ± 0.8 40.4 ± 1 51.7 ± 3 36.7 ± 0.8 38.3 ± 0.7 51.9 ± 2.8 44.5 ± 0.9 46.5 ± 1.1 55.1 ± 2.1 12.5 ± 7.7 -105.1 ± 3.4 78.5 ± 15.4
c - - - - 9.3 ± 0.2 5.6 ± 0.4 0.9 ± 2 92.2 ± 5.5 90.5 ± 6.4 85.2 ± 13.1 -3.3 ± 0.8 -6.3 ± 0.4 -6.5 ± 1.4
d - - - - - - - -3.2 ± 0.2 -3.1 ± 0.2 -3 ± 0.5 0.5 ± 0.1 2.8 ± 0.1 -0.5 ± 0.3

Beaufort
Sea

N=1176

e - - - - - - - - - - 2.4 ± 0.1 2 ± 0.1 1.8 ± 0.4

RMSE 66.4 59.7 59.7 46 58.2 58.2 45.6 55.6 56.6 45.4 56.6 57 50.9
MAE 48.4 47.1 47.1 34 44.9 44.7 33.2 39.8 38.7 33 40.9 40.4 32.5
MBE 15.69 -0.09 1.02 1.9 -0.13 0.37 2.19 -0.16 -2.38 1.35 0.08 2.47 2.12

R2 0.722 0.777 0.776 0.867 0.787 0.787 0.868 0.805 0.798 0.87 0.798 0.795 0.836
AICc 3127 3030 3030 2853 3014 3014 2849 2982 2994 2847 2996 3002 2933

a - 586.1 ± 15.2 591.2 ± 17.7 689.9 ± 231.5 577.6 ± 15 563.7 ± 17.1 682.5 ± 231.4 707.1 ± 16.5 746.3 ± 17.8 628.1 ± 340.8 1916.4 ± 304.8 3334.5 ± 167.2 2218.4 ± 1514.9
b - 52.2 ± 0.5 52 ± 0.6 48.5 ± 7.4 52.8 ± 0.5 53.4 ± 0.6 48.9 ± 7.5 48.1 ± 0.6 46.7 ± 0.7 50.9 ± 11.4 -46 ± 22.1 -150.2 ± 12.4 -66.4 ± 104.8
c - - - - -4.9 ± 0.4 -5.6 ± 0.4 -1.5 ± 5.5 -89.7 ± 6.1 -135.2 ± 5.4 5.5 ± 93.6 -14.3 ± 0.6 -15.9 ± 0.8 -11.4 ± 15
d - - - - - - - 3 ± 0.2 4.6 ± 0.2 -0.3 ± 3.3 1.8 ± 0.4 3.7 ± 0.2 2.1 ± 1.8

Lower
Arc.

N=372

e - - - - - - - - - - 2.2 ± 0.1 2.2 ± 0.2 2.2 ± 2.6

RMSE 44.7 29.2 33.7 24.1 29.2 33.7 23.7 28.9 36.4 22.8 26.9 29.6 22.9
MAE 27 21.4 21 16.8 21.5 21 16.4 21.3 21.2 15.9 18.9 18.7 15.8
MBE -21.92 0.01 -5.12 -1.15 0 -5.15 -1.1 -0.06 -5.66 -0.76 0.09 -0.71 -0.93

R2 0.516 0.356 0.141 0.559 0.353 0.138 0.571 0.367 0.005 0.602 0.449 0.334 0.6
AICc 6473 5738 5982 5411 5743 5986 5388 5724 6118 5325 5607 5769 5330

a - 1391 ± 25.3 800.2 ± 27.9 1094.3 ± 369.7 1389.2 ± 24.6 807.6 ± 27.5 1107.1 ± 395.3 1053.9 ± 48.3 1088.3 ± 50.6 1170.6 ± 381.5 6142.4 ± 346.6 11022 ± 1155.2 7716.7 ± 4927.2
b - 24.7 ± 0.8 43.3 ± 0.9 34 ± 11.6 24.8 ± 0.8 43.1 ± 0.9 33.6 ± 12.3 35.4 ± 1.5 34.3 ± 1.6 31.7 ± 12.2 -287.1 ± 22.5 -604.7 ± 72.7 -389.7 ± 313.5
c - - - - 0.1 ± 0.1 -0.3 ± 0.1 -0.2 ± 1.1 54.4 ± 7.9 -58.2 ± 5.6 -11.5 ± 80.3 -0.8 ± 0.2 0.9 ± 0.2 -0.6 ± 1.9
d - - - - - - - -1.7 ± 0.2 1.8 ± 0.2 0.3 ± 2.6 5.1 ± 0.4 10.3 ± 1.1 6.8 ± 5

Bering
Sea
Shelf

N=851

e - - - - - - - - - - 0.1 ± 0 -0.2 ± 0 0 ± 0.2

RMSE 13.9 11.2 12.2 12.7 11.3 12.8 12.4 11 14.5 11.7 9.4 9.3 8.4
MAE 8.1 7.9 7.5 7 7.9 7.7 6.8 8 7.7 6.4 6.8 6.6 5.4
MBE -2.92 -0.04 0.56 1.36 -0.07 0.72 1.32 -0.05 0.99 1.04 -0.2 -0.06 0.41

R2 0.377 0.119 0.044 0.153 0.102 0.159 0.102 0.142 0.497 0.023 0.376 0.384 0.487
AICc 1090 971 1005 1052 976 1027 1044 968 1079 1020 905 903 889

a - 1706.9 ± 72.3 1170.2 ± 29.9 1398.7 ± 658.3 1736.2 ± 84.5 1011.7 ± 50.2 1493 ± 764.4 2383.6 ± 173.1 172.1 ± 140.2 2764.2 ± 3164 -16067.5 ± 707 -14306 ± 775.3 -22773 ± 13548
b - 16 ± 2.2 32.3 ± 0.9 25.4 ± 20.1 15.2 ± 2.6 37 ± 1.5 22.7 ± 23.1 -4.5 ± 5.2 62.5 ± 4.2 -16.2 ± 96.6 1084.1 ± 42 980.5 ± 45.8 1472.5 ± 826.6
c - - - - -0.2 ± 0.1 0.6 ± 0.1 -0.6 ± 1.3 -83.3 ± 16.2 82.3 ± 8.9 -143.3 ± 259.4 -1.6 ± 0.7 -2.9 ± 0.3 4.1 ± 29.2
d - - - - - - - 2.5 ± 0.5 -2.5 ± 0.3 4.4 ± 7.9 -16 ± 0.6 -14.5 ± 0.7 -21.7 ± 12.6

Bering
Sea

Basin

N=206

e - - - - - - - - - - 0.1 ± 0.1 0.2 ± 0 -0.1 ± 1.2

RMSE 10 14.4 14.9 9.8 14.4 15.4 9.6 14.1 15.8 13 14.4 11.7 9.6
MAE 6.6 8.8 8.1 6.8 8.7 8.4 6.7 8.8 8.6 7.3 8.5 7.6 6.6
MBE 0.28 0.16 -1.12 -0.06 0.01 -1.2 -0.32 0.12 -1.2 -1.38 -0.6 1.75 -0.14

R2 0.642 0.265 0.215 0.664 0.254 0.145 0.675 0.274 0.096 0.395 0.236 0.498 0.663
AICc 486 537 544 479 540 553 476 538 560 542 545 503 482

a - 833.9 ± 209.4 -78.2 ± 102.5 877.5 ± 656.4 986.7 ± 250.4 -151.3 ± 164.8 749.6 ± 1203.4 2555.1 ± 519.4 -363.9 ± 245.9 182.8 ± 4194.7 40210 ± 14228 43916 ± 6385 5742 ± 21550
b - 42.3 ± 6.4 70.1 ± 3.1 41 ± 20.1 38 ± 7.5 72.3 ± 5 45 ± 36.3 -9.9 ± 15.8 78.7 ± 7.5 62.1 ± 127.6 -2388.5 ± 874.5 -2604.2 ± 387.9 -267.7 ± 1303.4
c - - - - -1.3 ± 0.3 0.3 ± 0.2 -0.7 ± 2.6 -214 ± 64.9 27.2 ± 31.8 34.9 ± 353.6 0.3 ± 1.2 1.5 ± 1 -2.8 ± 15.2
d - - - - - - - 6.5 ± 2 -0.8 ± 1 -1.1 ± 10.8 37.5 ± 13.4 40.6 ± 5.9 4.9 ± 19.7

Aleutian
Chain

N=104

e - - - - - - - - - - 0 ± 0.1 -0.1 ± 0.1 0.2 ± 0.9
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Table 7 continued from previous page

LIAR Equation 1 Equation 2 Equation 3 Equation 4

RMSE 29.4 38.6 41.7 27.8 38.3 41.7 27.2 29.4 29.3 27.4 32.5 33.6 31.2
MAE 17.7 20.8 19.9 16.4 21.3 19.9 16.2 18.5 18.2 16.9 19.5 19 18.7
MBE -4.63 0.06 -3.46 1.19 0.07 -3.47 0.84 0.02 -1.49 -0.36 0.08 0.27 5.15

R2 0.968 0.944 0.935 0.971 0.945 0.935 0.972 0.968 0.968 0.972 0.961 0.958 0.963
AICc 11408 12278 12538 11218 12256 12539 11150 11363 11354 11167 11703 11815 11615

a - 720.2 ± 12.9 575.8 ± 6.8 625.2 ± 235.3 695.5 ± 12.6 574.1 ± 6.4 567.7 ± 280.2 65.8 ± 22.6 32.6 ± 8.6 299.2 ± 683.5 993.9 ± 14.2 1021.1 ± 55.4 -146.8 ± 8942.9
b - 45.2 ± 0.4 49.8 ± 0.2 48.4 ± 7.3 45.5 ± 0.4 49.9 ± 0.2 49.9 ± 8.5 66.1 ± 0.7 66.9 ± 0.3 58.7 ± 21.1 20.2 ± 0.9 19.7 ± 3.7 95.9 ± 554.6
c - - - - 1.4 ± 0.1 0.1 ± 0.1 1 ± 1.3 48.2 ± 1.6 48.2 ± 0.4 25.2 ± 57.8 -3.5 ± 0.5 0 ± 0.2 -3.4 ± 9.9
d - - - - - - - -1.5 ± 0.1 -1.5 ± 0 -0.8 ± 1.8 0.5 ± 0 0.5 ± 0.1 -0.7 ± 8.6

Gulf
of

Alaska

N=1687

e - - - - - - - - - - 0.2 ± 0 0 ± 0 0.2 ± 0.4
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D. Detailed Driver Decomposition

Table 8: Results of driver decomposition for ΩAr and [H+]. Each value represents the area-weighted average
for decomposed drivers and uncertainties for the corresponding zone. The sum of all 12 values (i.e., ∆Driver,
∆Sensitivity, and Mass Effect of DIC, TA, SSS, and SST) equals the total trend of ΩAr and [H+] per Equations
15 and 14. The total trends in Table 4 may differ slightly from the summed decomposed drivers as a result of
averaging across grid cells. Decomposed drivers are in ΩAr units decade−1 for ΩAr and nmol H+ kg−1 decade−1

for [H+].

ΩAr [H+]

∆Driver ∆Sensitivity Mass Effect ∆Driver ∆Sensitivity Mass Effect

Northern
PAR

DIC -0.030±0.018 -0.002±0.005 0.003±0.005 0.209±0.130 -0.038±0.042 0.033±0.042
TA -0.110±0.015 -0.053±0.005 0.053±0.005 0.767±0.102 -0.344±0.038 0.343±0.038
SSS 0.001±0.000 0.001±0.000 -0.001±0.000 -0.055±0.001 0.025±0.002 -0.024±0.002
SST 0.000±0.000 0.000±0.000 -0.000±0.000 0.012±0.000 -0.003±0.000 0.003±0.000

Bering Sea
Shelf

DIC 0.002±0.020 -0.001±0.002 0.001±0.002 -0.022±0.110 -0.006±0.010 0.006±0.010
TA 0.025±0.012 -0.003±0.002 0.003±0.002 -0.115±0.060 -0.007±0.008 0.008±0.008
SSS -0.001±0.000 0.000±0.000 -0.000±0.000 0.011±0.000 0.001±0.001 -0.001±0.001
SST 0.001±0.000 -0.000±0.000 0.000±0.000 0.069±0.001 0.000±0.002 -0.001±0.002

Southern
PAR

DIC -0.040±0.010 -0.002±0.001 0.002±0.001 0.213±0.052 -0.019±0.007 0.019±0.007
TA -0.005±0.005 -0.002±0.001 0.002±0.001 0.023±0.025 -0.007±0.004 0.007±0.004
SSS 0.000±0.000 0.000±0.000 -0.000±0.000 -0.003±0.000 0.001±0.000 -0.001±0.000
SST 0.001±0.000 0.000±0.000 -0.000±0.000 0.054±0.000 -0.005±0.001 0.005±0.001
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