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ABSTRACT 

This study examined the risk of low flow under condi

tions of extensive groundwater withdrawals in the Upper 

Pawcatuck River basin. 

The streamflow record of the Pawcatuck River at Wood 

River Junction from 1941-1968 was used in this study. The 

contribution of groundwater to streamflow (termed baseflow) 

was estimated from these records. There is a constant 

gravity drain or baseflow recession occurring in the ground-

water reservoir. A recession constant relating the recession 

to an exponential decay process was found using the stream-

flow record. The recharge of the aquifer, resulting from 

the infiltration of precipitation to the aquifer, was esti

mated for every month in the record. 

A simulation model of the stream was then developed us

ing recharge as a random variable and the recession equation 

as a deterministic component. Recharge was generated from 

empirical distributions on a monthly basis. The effect of 

pumping from wells near the stream (stream depletion) was 

found using Jenkins' model of an idealized stream-aquifer 

system. 

The output of the simulation model under conditions of 

no pumping was compared with the historical records in or-

der to validate the model. A search program was then used 
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in conjunction with the simulation model in order to find the 

maximum withdrawal possible subject to a constraint on the 

maximum number of.mean flows below a set minimum flow. An 

additional constraint was necessary to restrict the allowable 

range of the pumping rates. The simulation was then altered 

to reflect a more realistic situation: J wells with differ-

ent stream depletion factors and fixed pumping rates. The 

combination of wells which would maintain a certain annual 

supply of water and which would deplete the stream the least 

was found. These results were related to the 1, 7, and JO 

day minimum flow. 

This study did not present any new safe yield figure or 

single optimal pumping plan. Instead, the study demonstrated 

the effects of time and location of pumping on the risk of 

low flow in the Pawcatuck River Basin. It is possible that 

a more elaborate model could be used to determine the safe 

yield of the basin. 
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I. Introduction 

1.1 Objective 

This study will examine the supply of groundwater in 

\ 

the Upper Pawcatuck River Basin and evaluate alternative 

policies for the withdrawal of water. The Upper Pawcatuck 

·River Basin is approximately 70 square miles and located in 

southeastern Rhode Island. In 1966, the u. s. Geological 

Survey reported in Wa~er-Supply Paper #1821 (1) (termed 

Water Resources Report in this study) that the.basin would 

yield a total of 25.6 million gallons per day (39.4 cubic 

1 
feet per second). Extensive field tests were done to sup-

port this estimate. Later reports (2,J,4) reduced this 

figure to 8- 10 mgd (12.J- 15.4.cfs) due to concern that 

extensive pumping would severely lower the streamflow. It 

is-. essential that the safe yield be establ.ished in order to 

properly.plan for the future. Antak (5) concluded.th.at if 

the u.s.G.S. estimate of 25.6 mgd is correct, then plans 

for the·construction of Big River Impounding Reservoir might 

be postponed or cancelled. 

Water may be withdrawn from either surface or ground

water sources. Surface water withdrawals from lakes and 

rivers may require costly treatment due to pollutants in the 

water. Groundwater will require far less treatment due to 

the natural filtration of the groundwater basin or aquifer, 

1
0ne million gallons per day (mgd) = 1.54 cubic feet 

per sec. (cfs). 
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except in some areas where there is high concentration of 

manganese (1). However, there will be additional pumping 

costs for groundwater withdrawals. It is common practice 

to place wells near streams to minimize the drawdown or dis

tance the well must lift the water. Pumping near a stream 

will draw the water from the stream, so there is "stream de

pletion" or a lowering of the flow in the stream. This study 

will be limi~ed to groundwater withdrawals where depletion 

is the major problem. 

1.2 Description of the Upper Pawcatuck Basin 

The Upper Pawcatuck River Basin is located in the south

central part of Rhode Island and includes a major portion of 

Exeter, West Greenwich, East Greenwich, Richmond, North Kings

town and Charlestown (Figure l~l). The basin is approximate

ly 15 miles long and 7 miles wide with a total drainage area 

of 70 square miles . 

. The principal.river in the basin is the Pawcatuck which 

is fed by two tributaries, the Chipuxet and the Usquepaug

Queen River (Figure 1.2). The Chipuxet River flows through 

Worden's Pond while the Usquepaug-Queen River flows through 

the Great Swamp before they join to form the Pawcatuck River. 

Many small ponds are located in the basin, including Wardens, 

Yawgoo, Barbers, Hundred_ Acre, Larkins_and Tucker, as shown 

in Figure 1.2. Streamflow is measured in the Chipuxet at 

West Kingston. The Pawcatuck River is measured at Kenyon in 

the upper basin and at Wood River Junction and Westerly in 

the lower basin. 
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The Upper Pawcatuck consists of glacially rounded hills 

and flat valleys. Low rounded hills are found in the north-

ern part of the basin, while the southern part is basically 

flat and swampy and forms a plain of 90-100 feet above sea 

level. The southern boundary of the basin consists of a 

belt of low hills and ridges known as the Charlestown morri-

ane ( 1). 

1.J Groundwater Reservoir Properties 

In order for a groundwater reservoir or "aquifer" to be 

suitable for extensive withdrawals, the groundwater must be 

able to travel through the aquifer without excessive resist

ance and there must be a sufficient supply of groundwater. 

Aquifers not only store water, but also transmit it from one 

place to another in response to hydraulic gradients. One 

measure of the ability of an aquifer to transmit water is 

permeability. Permeability, K (gpd/ft 2 ], is defined as the 

flow of water through a cross sectional area of an aquifer 

under the driving force of a unit hydraulic gradient. 

An initial estimate of the permeability can be made by 

examining the distribution of soil grain sizes. The Water 

Resources Report found that the unconsolidated deposits 

from the central part of the Chipuxet and Usquepaug-Queen 

River valley formed stratified layers of sand and gravel. 

These deposits had a high sorting coefficient and therefore 

a high coefficient of permeability. 

To obtain a more accurate estimate of the aquifer's 
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properties, extensive pumping tests were made in the basin. 

The variable measured in these·tests was "drawdown" which is 

the distance from the grou~d (or any datum) to the water 

level in the well. The pumping of a well draws groundwater 

from the aquifer, which will lower the water level in the 

well, as shown in Figure l.J. The pumping test is used to 

determine the transmissivity and storativity of an aquifer. 

The transmissivity, T [gpd/ft], is the rate at which water 

flows through a vertical strip, one foot wide, extending 

through the s_aturated thickness of the aquifer under the 

driving force of a unit hydraulic gradient. For uniform 

.Figure 1.J Drawdown in a Pumped Well 

--· ,--Water Table 
~ . 

/ ,, 

' J _____ \ 
,,!---- Change in Water 

I 

Due to Pumping 

Level 

I I / / / / / 1 7 r 7° ,? / ), 7 7 ~> / __ ,· .r ~> ? 7 

permeability and constant saturated thickness (conditions 

which are not actually met in the aquifer, but can.be assumed 

to be approximately correct), the transmissivity is equal to 

the permeability times the saturated thickness, m (ft.) as 

shown in Figure 1.4. 

Figure 1.4 

Aquifer 

Relationship Between the Transmissivity and 
Permeability 

----<f. 
. -

_µi = saturated thickn_ess(ft) 
rn 
j __ -/ 

/ T = Km 
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Storativity, S, is a measure of the ability of the aqui

fer to expand and contract its structure due to pressure of 

the groundwater. It is expressed as the ratio of the volume 

of water to the volume of the aquifer and it is dimension-

less. The specific yield is defined as the water removed 

from a volume of the aquifer under the force of gravity. 

Since the aquifers of the Pawcatuck basin are unconfirmed, 

the specific yield would equal the storativity of the aquifer. 

Under constant pumping, it is possible to find the aqui

fer's transmissivity using Thiem's equation (6) once equili

brium conditions have been reached, using the drawdown in 

nearby observation wells. However, it may take 10 days or 

more to achieve equilibrium conditions, so it would be an 

expensive and time-consuming test. The U.S.G.S. (7) deter-

mined estimates of T and S using the transient behavior of 

groundwater to pumping, which meant that the test could be 

completed in less than 48 hours. The Theis non-equilibrium 

curve and the matching point method (8) was used to find 

estimates of T and S for 9 wells. Estimates of transmissiv-

ity were also obtained for all 16 wells using the specific 

capacities of the wells. The specific capacity is the quan-

tity of water a well yield (gpm) per foot of drawdown (ft). 

The specific capacity was used to make initial estimates of 

T and then dividing T by the saturated thickness, the per

meability was computed. 

It was determined by the U.S.G.S. that the central part 
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of the Chipuxet River and the Usquepaug-Queen River valleys 

had permeabilities of 1,000 gpd/ft 2 or more, on the basis 

of field and lab tests. The report assumed that the maximum 

drawdown would be J/4 the saturated thickness. On this ba-

sis, the Water Resources Report estimates that properly con

structed wells in this aquifer would yield 700-2000 gpm 

(1-2.9 mgd or 1.54-4.47 cfs). 

1.4 Availability of Groundwater Within the Basin 

The average yearly rainfall from 1889-1962 at Kingston 

was 48 11 ( 1). If rainfall is considered to be uniformly dis-

tributed over the basin, then 48 11 of rainfall over 70 square 

miles (total area) for one year is the equivalent to a con-

stant flow of 247 cfs. The losses from the basin are due to 

evapotranspiration which the Water Resources Report estimated 

a mean yearly total of 24 11 on the basis of air temperature 

records at Kingston. This leaves 24 11 of rainfall or 12J.5 

cfs deposited on the basin yearly. More accurate estimates 

of evapotranspiration can be made on the basis of well data 

and streamflow records. 

The meteorological records are a good indicator of the 

abundance of water in the basin. It is possible to use 

these records to supplement limited streamflow records. On 

a yearly basis, there is good correlation between rainfall 

and streamflow. However, on a daily or monthly basis, the 

relationship becomes more complex, because the effect of 

rainfall in one month is dependent on the previous month. 
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There has been considerable research in this area to relate 

rainfall and streamflow. They range from simple empirical 

equations to extremely complex computer simulations (20,11). 

The streamflow records available to the Water Resources 

Report were sufficient to evaluate the supply of groundwater 

and correlations with precipitation were unnecessary. The 

Upper Pawcatuck records were available from 1941-1962 for 

the 2 years in common, 1958 and 1959. The cumulative distri-

bution of annual mean flows for the Pawcatuck River at Wood 

River Junction is shown in Figure 1.5. The results are ex-

tended to the Chipuxet and Usquepaug-Queen River by compari

son of mean annual flows. The individual probabilities of 

the annual mean flows were computed by ranking since the 

sample size is small (n=22). 

Figure 1.5 Cumulative Distribution of Annual Mean Flow
1 

~Figure 1.5 obtained from Figure 17 of the Water Resources 
Report, (1), page 45. 
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In assessing the availability of groundwater, the essen

tial variable is not the average annual mean flow (the equ1v

alent of a grand mean), but the mean annual flow which is 

expected to occur very rarely or which has a low probability 

of occurring. In the report, the criterion used to establish 

the yield of the basin was the mean annual flow, A, for 

which there is a .05 probability that a mean annual flow 

would occur that would be equal to or less than this flow or: 

This criterion is termed a 20-year flow, 

because the expected number of years before a mean annual 

flow would equal or be less than this flow is 20 years. This 

assumes that the mean annual flows are independent random 

variables. 

The results of the Water Resources Report are shown in 

Table 1.1, which is the same as Table 6 in the Report, ex-

cept the values for the Pawcatuck River have also been 

Table 1.1 Annual Mean Flow 2 

Baseflow 1 

Area 10-Yr Flow 20-Yr Flow 10-Yr Flow 20-Yr Flow 

(mi2 ) (mgd/mi2 ) (mgd/mi2 ) mgd (cfs) mgd (cfs) 

Chipuxet 9.9 1.08 .97 7.4 (11.4) 6.4 (9.9) 

Usquepaug 36.0 .86 .76 22.0 (33. 9) 19.0 (29.:;) 

• • (97.0) 56.0 (86.2) Pawcatuck 100.0 .90 .BO 6:;.o 

• estimnted from graph 

l) Assuming 70% of Streamflow is baseflow 

2Table 1.1 obtained from Table 6 of the Water Resources 
Report (1), page 44. 
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estimated from the graph. The report used the 20 year mean 

annual baseflow in determining the groundwater available for 

withdrawal from the Usquepaug-Queen and Chipuxet River aqui

fers, respectively (Table 1.1). After considering the po

tential infiltration of streamflow through its bed and toward 

the well and the storage capacity of the aquifer, the report 

concluded that 26.2 and lJ.2 cfs (17 mgd and 8.6 mgd) could 

be withdrawn from the Usquepaug-Queen and Chipuxet River 

aquifer, respectively, for a total withdrawal of 39.4 cfs 

or 25.6 mgd. 

1.5 Available Data 

Streamflow and well level data are measured by the U.S. 

Geological Survey and reported in the Water Supply Papers 

(8,9). The Upper Pawcatuck River is continuously monitored 

at Kenyon, Wood River Junction and Westerly, which are trib-

utaries of the Pawcatuck. The entire daily streamflow 

record of the Pawcatuck, from 1941 to 1968, is stored on 

computer tape and available from U.S.G.S. regional office 

in Boston. Records after 1968 are available from the 

Washington Office. There are 8 observation wells distributed 

throughout the Pawcatuck basin. The U.S. Geological Survey 

has measured the wells once a month, usually in the last 

week of the month, since 1955. These records are available 

in the Water Supply Papers (8) for the period 1955 to 1972. 

The Water Resources Board desired more detailed data on 

the basin for their study. As such, streamflow was recorded 
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on the Chipuxet River and Usquepaug-Queen River, the two main 

tributaries of the Pawcatuck River for the period February 1, 

1958 to July 6, 1960. Also, the number of observation wells 

was increased from 8 to 16 and observations were taken twice 

monthly. The data is contained in a report by Allen et al. 

( 7). In 1973, the Water Resources Board started to record 

these rivers again on a daily basis. Currently, records are 

available from September 14, 1973 to September JO, 1974. 

The streamflow is gaged by measuring the height of 

streamflow from an arbitrary datum, then it is converted to 

actual discharge in cubic feet per second by a rating curve 

( 21). The quality of the daily discharge is rated "excellent" 

if 95% of the discharges are within 5% of the true values, 

"good" if they are within 10%, "fair" if they are within 15%, 

and below 15% "poor." Most records of the Pawcatuck River 

at Wood River Junction were rated excellent, some were rated 

good. The U.S. Geological Survey also reported some regula-

tion of streamflow at low flow due to powerplants and mills. 

There is no indication in the record as to the time and de-

gree the stream was regulated. However, after plotting the 

streamflow data of the Pawcatuck River at Wood River Junc

tion, the regular releases of mills at low flow can be 

identified. 

regulation. 

The years 1957, 1965, and 1968 had considerable 

Climatological data is gathered by the National Oceanic 

and Atmospheric Administration National Weather Service with 
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the regional offices in Warwick, Rhode Island. The Kingston 

Weather Station has been collecting data on daily rainfall, 

evaporation, air temperature, relative humidity, and ground 

temperature since 1889. However, only records from 1941 to 

1973 were available for this study (10). These records are 

not available in computer readable form. 

The Water Resources Board recorded precipitation and 

evaporation at three additional sites from 1958 to 1959 (7). 

These additional sites helped to measure the change in cli

matic conditions within the basin. 

1.6 Use of Operations Research 

Operating research was developed to make the most ef-

fective use of scarce resources. It is a very broad field 

utilizing many different techniques, including simulation 

and mathematical programming. There has been a rapid growth 

in the use of simulation and mathematical programming in 

the development of water resources. 

Simulation of River Basins 

The use of simulation in the analysis of water resource 

systems began on a large scale with the Lehigh River Basin 

project (11). The four year study, conducted bythe Harvard 

Water Program, was to determine the best development of wa-

ter resources within a basin. It was a complex system, in-

volving six reservoirs for supply and many different uses 

of water, including irrigation, recreational use, municipal 

and industrial supply and hydro-electric power generation. 
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Also, the use of reservoirs in flood prevention was con-

sidered. The complexities of the system made an analytical 

solution impractical, so a computer simulation model was 

used. There were 42 decision variables in the final model, 

which allowed the planner to vary the sizes of reservoirs, 

the capacities of power plants, the amount of water diverted 

from one source to another, the acceptable water levels and 

the quality of the streamflow. The decision variables were 

related to cost or profit. It was infeasible to find a 

global optimal solution, so the program randomly selects 20 

trial designs and find the best three designs. 

The Lehigh River basin project was a key beginning 

point for the application of operations research in water 

resource development. In 1962, the Harvard Water Program 

published The Design of Water Resource Systems, which was a 

massive effort to combine the disciplines of economics, 

operations research and engineering in the overall planning 

of a water supply system (12). 

A simulation program requires a streamflow generator, 

that is, a routine that will produce numbers similar to the 

historical flow record. The historical record can be used 

directly, but many simulations require a record longer than 

the historical record. There has been extensive research 

into the development and use of statistical streamflow 

generators (lJ,14). 
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Mathematical Programming 

The techniques of mathematical programming have been use

ful in solving models involving the withdrawal of surface and 

groundwater from a basin. These techniques include linear, 

integer, dynamic, stochastic and non-linear programming. 

Taylor (15) used linear programming to find the optimum 

withdrawal rates of surface and groundwater in order to mini-

mize the depletion of the stream. The constraints to the 

model are: (1) the total pumpage must be equal to the demand 

for each month and (2) the total volume withdrawn from the 

aquifer must be less than a specified limit. The model was 

applied to the Arkansas River valley in southeastern Colorado 

for the two most critical months, July and August. A sensi-

tivity analysis showed that the pumping in July was very 

critical. 

Dracup (16) utilized a form of linear programming called 

parametric linear programming in allocating water from vari-

ous sources to particular users. The model is essentially 

a transshipment model, where the cost of transporting a unit 

of water from a particular source to a destination has a 

unique and·known value. The sources of water are: external 

surface water, basin surface water, basin ground water, and 

wastewater. The destination costs are: municipal and in-

dustrial use, agricultural use and recharge of basin. The 

costs are for pumping, treatment and storage. In the case 

of external water source, there is also a purchase price. 
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The model was used to compute the optimal schedule of with

drawals from 1965 to 1995 for the San Gabriel Valley in 

Southern California. 

Hughes (17) formulated the decisions concerning the ca

pacity of wells, treatment plants, impounding reservoirs 

and distribution system as a mixed integer problem. The 

model recognizes that well pumps and pipe sizes are available 

in finite number of sizes and as such are integer variables. 

The objective function is to minimize the total costs which 

includes both the initial construction costs and operating 

costs. While no applications are presented in the article, 

the model appears to be quite realistic and useful in plan

ning an overall water supply system. 

Nieswand (18) used chance - constraint linear program

ming to find the optimal schedule of withdrawals from both 

surface and groundwater sources. The objective of the model 

is to maxiraize the total withdrawal from surface and ground

water sources while maintaining a minimum allowable overflow. 

The monthly streamflow was considered a random variable 

with a log-normal distribution. The model used chance-con-

straints to limit the risk of low flow. The model was 

successfully applied to Mullica River basin in New Jersey. 

Domenico (19) used dynamic programming to find the op

timum schedule of withdrawals from surface and groundwater 

sources over a three year period. The model assumes that 

there is a considerable lowering of the water table in 
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proportion to the groundwater pumped. This would increase 

the pumping costs. The model becomes a sequential allocation 

problem because previous decisions to pump from the ground

water sources increase the cost in pumping in the next period. 

While no actual application was presented, a numerical prob

lem was solved. 

Many other models have been suggested in the literature. 

Where there are many different users of water and a scarcity 

of water resources exist, it is critical that the best allo-

cation of these resources be made. In the western states, 

most notably Colorado and California, there has been exten

sive study in the optimum allocation of water resources. The 

water system differs somewhat in the humid northeastern states 

in that: (1) there are few ''multiple use" water resources 

projects, in that most water is for municipal and industrial 

use and not as many irrigation or hydroelectric projects as 

iri the West. (2) There is, at least for the present, no 

great scarcity of water resources in the East. The ground-

water resources in the East are largely underdeveloped, 

while in parts of the West, they are heavily mined to the 

point where the aquifer is constantly being dewatered. 
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II. Streamflow Analysis 

2.1 Hydrological Cycle 

Figure 2.1 shows a simplified hydrological cycle. The 

eye.le involves ·the circulation of water as precipitation, 

then surface and groundwater runoff, then finally returning 

to the atmosphere through evaporation and transpiration. It 

is possible to isolate certain parts of the cycle for study. 

For example, the meteorologist is concerned with evaporation

precipitation relationships, while the hydrologist would 

study the rainfall-streamflow relationships (1,2). 

Ihe total flow entering the stream is termed basin run

off, which is composed of surface, subsurface and groundwater 

runoff. The total flow leaving the basin is evaporation 

from free surfaces {lakes, streams and swamps) and from the 

ground moisture, plus transpiration from vegetati~n. Combined, 

these losses are termed "evapotranspiration." The surface 

Figure 2.1 
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and subsurface flows enter the stream almost immediately af

ter the start of the storm. A portion of precipitation will 

slowly infiltrate downwards to the groundwater reservoir or 

aquifer and then travel towards the stream as groundwater 

runoff or baseflow. The reaction of groundwater to a storm 

is more lagged and less responsive than surface runoff. 

The effects of the different inputs to the stream be

come more nearly apparent after examining the streamflow 

record. A typical record of the hydrograph is presented be

low. The sharp peaks represent the surface runoff contri

bution and the underlying cyclical trend is due to ground

water runoff. The groundwater runoff or baseflow is import

ant because it is considered the dependable portion of stream 

flow. 

Figure 2.2 
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2.2 Baseflow Separation 

During long periods of no precipitation, it can be as

sumed that the stream receives all its water from ground-

water. However, it is apparent from the typical streamflow 

record that long periods with no rainfall are infrequent. 

More often, the stream is in the process of recovering from 

the effects of one storm when a second one occurs. During 

the winter months, it becomes even more difficult to identi

fy the groundwater or baseflow component due to the slow 

melting of ice and snow. There have been many methods de-

vised to separate the baseflow component, either on a daily 

basis or monthly basis. The best method to use depends on 

the amount and accuracy of the data and the need for precise 

estimates. Three methods will be discussed. 

Graphical Methods 

Every textbook seems to have slightly different methods 

for graphical separation of the hydrograph. This study will 

Figure 2.J Graphical Baseflow Separation 

Figure 2.3a Figure·2.3b Figure 2.3c 

baseflow 
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discuss only three common procedures (1,2). 

The three methods are shown in Figures 2.Ja, b, c. 

Figure 2.Ja assumes the flood hydrograph is symmetrical and 

point Bis where the ~urve departs from symmetry. Point A 

is where the hydrograph first begins to rise. The first 

method, Figure a, assumes that the rise from point A to B 

is uniform. In the second method, (Figure b), a tangent 

line is extended back from point B to the center line, point 

C, and then connected with A. The third method (Figure c) 

uses tangent lines from points A and B to the vertical lines 

drawn from the inflection points on the curve. Points C and 

Dare then connected. The lines thus formed represent base

flow. These methods require a well-formed single-peaked 

flood hydrograph. The methods require a certain amount of 

judgment and therefore are open to human error. Also, these 

methods would be quite tedious to use with large amounts of 

data. 

Baseflow Separation'Using Well Data 

The level of the groundwater table can be measured us

ing observation wells to provide a good guide in the sepa

ration of baseflow. In the summer and fall months, the loss 

of groundwater due to evapotranspiration results in a base 

flow that is always lower than would be predicted using well 

level data (5). 

The Water Resources· Report (4) separated the baseflow 

on a daily basis for the Upper Pawcatuck River at Kenyon 
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and the Chipuxet River at West Kingston for the period 

October 1958 to September 1959. The average well level from 

16 observation wells distributed throughout the basin was 

used in the separation of baseflow. 

The fitting of well data under the hydrograph requires 

a certain subjective judgment in correcting for the evapo-

transpiration and other effects. This method does offer an 

improvement over static techniques presented in the previous 

section, but it would still be difficult to implement on a 

computer. Also, a limited amount of data is available. 

Interval Method 

There are 28 years (1941-1968) of Pawcatuck River daily 

streamflow records on computer tape. It is therefore neces-

sary to find a method that would separate the baseflow com

ponent "automatically" - meaning a method that did not rely 

on additional information or the intuition of a person. One 

method which has been used successfully is Fourier Series 

analysis which could identify the underlying cyclical pat-

tern (11). It was found that it was possible to extract the 

cyclical pattern without becoming involved in time series 

analysis. The "interval method" was devised for this study 

for the simple and efficient separation of baseflow. 

It is important to find the expected duration (days) of 

the flood hydrograph in order to implement the interval 

method. Linsley reported that the time a flood hydrograph 

takes to recover (that is, from peak flow to baseflow 
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conditions), is proportional to the drainage area ( 2). He 

found that as a rough guide, the recovery time, N ( days ) , 

is found by N A 
.2 

where Ad is the drainage in = ' 
area 

d 

square miles. Since the Pawcatuck basin at Wood River June-

tion has 100 square miles of drainage, N = 2.5 days. Linsley 

also states that there may be large departures from his 

equation and values for N can be found by inspecting the 

hydrograph. By inspection of the Pawcatuck River record, 

it was estimated that it took l-J days for the flood hydro

graph to reach a peak and l-15 days to recover to baseflow 

conditions. 

For the interval method, it will be asswned that base

flow conditions are present at least one day in any 20 day 

interval. The record is divided into 20 day intervals and 

the minimwn streamflow and the day on which the minimwn 

streamflow occurred is found. The baseflow for any day can 

be found by interpolating between the two minimwn points. 

This method was implemented on the computer to separate all 

data of the Upper Pawcatuck River at Wood River Junction 

from 1941 to 1968. Sample plots and mean monthly baseflows 

are shown in Figure 2.J and Table 2.1, respectively. Graphs 

of every year are in the Appendix. 
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Figure 2.4 Baseflow Separation Using Interval Method 
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2.J Comparison Between the Chipuxet and Pawcatuck River 

The Chipuxet and the Pawcatuck River have very similar 

streamflow records. This is natural since the Pawcatuck 

River receives about 8-10% of its flow from the Chipuxet 

River. Since the Pawcatuck and the Chipuxet Rivers share a 

common groundwater basin, the ratio of their baseflow is 

expected to equal the ratio of their drainage areas. The 

Chipuxet has a drainage area of 9.9 square miles, while the 

Pawcatuck at Wood River Junction has 100 square miles of 

drainage. Therefore, it is expected that the baseflow of 

the Chipuxet is approximately 9.9% that of the Pawcatuck. 

Only the lowest streamflow within a 10 day period for 

the Pawcatuck and Chipuxet Rivers for the period 1958-1960 

and 1973-1974 for the months of April through December were 

used, so our relation would be based on low flow measure-

ments in both rivers. The relation found by least squares 

regression was: C = .104P-,18 where C is the baseflow 
I 

{cfs) in the Chipuxet and Pis the baseflow {cfs) in the 

Pawcatuck {Figure 2.5). The F test was performed at 

.x = .05 to test if there is a linear relationship between 

C and P. The test statistic was well outside the critical 

region, so we reject the null hypothesis that no signifi-

cant linear relation exists. Analysis of variance and 

original data are in the Appendix. 

The relationship is important because it enables us to 

extend the record of the Chipuxet River. Several researchers 
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have investigated the reliability of estimates of means and 

standard deviations when the sample has both historical and 

derived data (6). It was found that the effective length 

of the streamflow record is extended if the correlation co-

efficient is greater than .8. The correlation between the 

Pawcatuck and Chipuxet Rivers was .959. 

There has been an increase in withdrawals from wells 

near the Chipuxet River in recent years (as much as 1 mgd or 

1.54 cfs), which could affect the relationship between the 

Chipuxet and Pawcatuck Rivers. However, the graph does not 

reveal any significant difference (Figure 2.5, 1973-1974 

flows are circled). 

2.4 Baseflow Recession 

There is a constant gravity drain or groundwater re-

cession occurring in the basin. The streamflow increases 

in the late fall and the winter months because the rate of 

recharge exceeds the rate of loss from the groundwater re-

cession. The recession becomes apparent in the spring and 

summer months when there is little or no recharge of the 

aquifer. If we assume that the resistance to the movement 

of water within an aquifer is constant, then the outflow, 

Q, is proportional to the volume of water stored in the 

aquifer, S, or Q = KS. By continuity: 

Rate In - Rate Out= Change in Storage 

- Q = dS = 1 £9 
dt K dt 

Therefore: Q= Qo exp(-Kt) 
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This means that the baseflow should recede exponentially, 

if there is uniform resistance throughout the basin. This 

is a valid assumption if the basin is small and the aqui

fer is simple. 

Meybloom (7) developed essentially the same equation, 

The recession con-except using base 10: Q = K
1 

10-t/k2. 

stant, k 2 , is equal to 2.J/K and K1 = Q
0

• Meybloom's equa-

tion may be easier to apply since k
2 

can be read directly 

from the semi-log plot of the hydrograph and represents 

the number of days for a 10-fold decrease in the hydrograph 

to occur. 

Singh (8) suggested other forms of the recession curve 

due to changes in the transmissiv~ty is continuous, the 

recession curve could be fitted to the empirical form, 

Singh also showed that the changes in 

the recession rates could be represented by a composite 

curve consisting of several different recession rates at 

different streamflow levels. While there seems to be con-

siderable discussion of the theory of baseflow recession, 

methods to analytically identify the recession constant 

seem to be lacking. The recession is most apparent in the 

swnmer and fall months when there is little or no recharge 

of the aquifer. When the hydrograph is plotted on semi-

log paper (Figure 2.6) with streamflow on the log scale, 

the baseflow plots as a straight line. The slope of the 

recession line would be 2.J times that of the recession 

constant (conversion to natural log scale). The driest 
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years would yield the best estimates of groundwater reces-

sion. Arbitrarily, it was decided that the dry years would 

include all years less than JO" of rainfall between April 

and December. These years are: 1949, 1950, 1951, 1964, 

1965, and 1968. The points used to identify the baseflow 

are the mininum 20 day flows discussed in Section 2.2. The 

natural log of the baseflow was obtained so our model be-

came: ln Q = ln Qo - kt • 

find parameters Qo and k. 

Linear regression was used to 

The predicted recession line is 

shown in Figure 2.6. The average k was found to be .01635 
-1 

days or the equivalent constant using Meybloom's equation 

ls 140.67 days. 

There is considerable error in computing a recession 

constant. There is a continuous loss during the summer and 

fall months due to evapotranspiration which is quite vari-

able over this period. This loss is directly related to the 

mean monthly air temperature and the depth of the ground

water. Some researchers (9) have concluded that there should 

be a summer recession curve which reflects both the loss in 

groundwater due to the gravity drain and evaporation, and 

a winter recession curve, which accounts for only losses due 

to the gravity drain. The winter recession curve could be 

obtained from studying the change in well level. Comparing 

the two recession curves would yield an estimate for the 

evapotranspiration which occurred. 

There is additional error or inconsistency with the 
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equation when the aquifer is not simple or homogenous. There 

is a possibility that a more thorough investigation of the 

recession in the Upper Pawcatuck may reveal a slight curve 

at low flows due to change in the transmissivity of the aqui-

fer. At low flow, some of the contributions from swamp and 

pond discharges may be lost because these sources have dried 

up. Also, the tributaries leading into the Pawcatuck may 

dry up. There is also hwnan error in identifying the reces-

sion curve. In the humid Northeast, very few days can be 

considered completely baseflow. It is possible that time 

series analysis could be useful in analytically computing 

the recession, although these methods are beyond the scope 

of' this study. 

The recession curve is directly related to the aqui

f'er's properties, namely the hydraulic diffusivity, T/S. 

Rorabaugh (10) developed an equation which expresses the 

rela~ionship between the slope of' the recession curve and 

transmissivity: where k 2 equals the recession 

constant as expressed in Meybloom's recession equation and 

Lis the average distance from the stream to the hydraulic 

divide. From topographical maps, the distance from the 

stream to the till are as, which are f'airly impermeable de

posits surrounding the aquifer, is about 1500 feet, so using 

L = 1500 f't. and K2 = 140.67 days, the hydraulic diff'usivity 

equals 14,994 ft 2 /day (112,000 gpd/ft 2 ). If we assume the 

specific yield equals .2 throughout the aquifer, then 



T = 2998.9 ft
2

/day or 22,431.7 gpd/ft. Estimates of L 

could also be found by using the relation: 

L = Basin Area 
2* Srream Length 

The transmissivity computed is an 

areal estimate for the entire upper basin, which is quite 

different from the transmissivity obtained from the pumping 

tests which were specific to the relatively small areas they 

affected. The coefficients of transmissibilities from the 

pumping tests ranged from J0,000 gpd/ft to 200,000 gpd/ft. 

It is reasonable that the pumping tests should give consider

ably higher estimates of transmissivity, since they were 

performed in the highly permeable deposits in the Chipuxet 

and Usquepaug-Queen River valley. 

The average Tor T/S can be useful as an initial indi

cation of the properties of an aquifer (12). However, the 

average values cannot be used to estimate the potential 

yield of a well., The average T could be used as the minimum 

T, in that it represents the transmissivity at the hydraulic 

divide. This will be useful in Section J.J in which the lo

cation of the well in relation to stream depletion will be 

discussed. 
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Table 

Year 

1949 

1950 

1951 

1964 

1965 

1968 

36 

2.2 

Recession Constants 

Precipitation 
Apr- Dec, inch. 

23.66 
23.66 

30.43 

28.76 

21.94 

30.89 

Air Temperature 
Annual Mean, OF 

50.90 
48.60 

50.10 

48.70 

48.00 

48.50 

Baseflow Recession 
Days- 1 

17.41 • 10- 3 

14.24 

14.82 

19.08 

17.34 

14.81 

Average K = 16.35~ 10- 3 
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2.5 Volume of Recharge 

Recharge is the amount of water that infiltrates through 

the soil and into the aquifer. Some have related recharge 

with the change in mean monthly water levels measured from 

a series of observation wells distributed throughout the ba

sin (13). This approach was not used since our well level 

data was limited. 

Others (14) have related recharge to the precipitation 

and evapotranspiration. This can be done when streamflow 

records are poor or unavilable. However, it is possible to 

obtain estimates of recharge directly from the hydrograph, 

as demonstrated in Meybloom's article (7). 

Figure 2.7 shows the technique used in this study to 

find the volume of recharge per month. The volume of re-

charge occurring in January, v
1

, would equal the area under 

the baseflow line and between the recession curve beginning 

in January and the recession curve beginning in February. 

The calculation of v1 required first summing the area be

tween the baseflow line and the lower recession curve and 

then computing the area between the two recession lines be

ginning at the end of the month, which is equal to Q1/k -

Q
2

:Y- (k is the recession constant), as shown in Figure 2.7. 

There were months where the flow declined at a rate which 

exceeded the recession rate and a negative value for re-

charge was found. This is reasonable, since there is con-

siderable evapotranspiration in the summer and fall months 
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Figure 2.7 
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which might exceed the amount of precipitation that infil

trates to the aquifer. 

2.6 Hydrological Budget 

The hydrological cycle, as discussed in Section 2.l, is 

a continuous dynamic process and as such, it would be diffi

cult to account for all inputs and outputs to the system on 

a daily basis. However, it is possible to make approximate 

estimates of the inputs and outputs to the basin on a month

ly and yearly basis. 

The Upper Pawcatuck basin can be considered a "closed" 

system, in that the streamflow originates in the basin and 

the flow out of the basin as groundwater and subsurface wa-

ter is negligible. It will be assumed that the precipitation 

is uniformly distributed over the entire basin. 

equation may then.be written: 

P - SR - GW - AS - ET= 0 

The balance 

where P = precipitation, SR= surface runoff, GW = ground

water flow,bS = change in groundwater storage and ET= evapo-

transpiration losses. The groundwater recharge, computed 

in Section 2.5, would equal GW + AS. 

tion may be written: 

P - SR - RECH - ET= 0 

So the balance equa-

where RECH = GW + -6S. The balance or "budget" for the 

basin will be computed on a volwnetric basis and then 
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converted to depth in inches over the drainage area at Wood 

. 1 
River Junction (100 square miles). By using units of 

inches, similar basins may be compared. 

The hydrological budget was computed using the precip

itation records from the Kingston station and recharge 

estimates ~ound in Section 2.5. The surface flow was com-

puted by subtracting the baseflow estimates (Section 2.2) 

from the total flow (Appendix A-6). The total evapotrans-

piration for each month was computed from the balance equa

tion. The complete hydrological budget on a monthly basis 

for 1941-1968 is found in Appendix A-7. A statistical 

summary of the budget is shown in Table 2.4. 

On a yearly basis, the change in groundwater storage 

may be assumed negligible, so the total annual volume of 

recharge would be approximately equal to the total volume 

of baseflow. In Table 2.5, the hydrological budget is pre-

sented using baseflow instead of recharge for purposes of 

comparison with a 1956 study (15). The 1956 study con-

sidered streamflow records of the Pawcatuck River from 1945 

to 1954 at Wood River Junction. It can be seen that the 

estimates from this study are reasonably close to those in 

the 1956 study. 

The Water Resources Report also formulated an extensive 

budget for the Chipuxet, Usquepaug-Queen, and the Pawcatuck 

Rivers for the period October 1958 to September 1959. 

1one inch of water over 
or 2.J2 x 10 6 cubic feet. 

1 square mile = 26. 88 cfs - day 
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The baseflow component was extracted in the Report us

ing the average well level from 16 wells in the basin. The 

baseflow estimates in this study are in close agreement with 

those in the Water Resources Report. 

There is, however, considerable error in the monthly 

hydrological budget (in Appendix A-7). In some winter 

months, there is a negativ~ loss of water, indicating a gain 

in water. This may be explained by melting snow and ice 

from the previous month or by an error involved in the esti-

mation of surface and recharge components. The budget is 

obviously in error for the years 1950, 1951, and 1968 where 

November has the highest evapotranspiration. 

It is possible to refine the techniques used in this 

chapter to eliminate obvious errors. Well level and air 

temperature data could be correlated with baseflow and evapo-

transpiration estimates. Possibly, the conceptual models 

could be used to make more exact estimates of the hydrological 

budget (15). 
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Teble 2.4 Hydrological Budget (continue) 

I-1ean Mininur:1 Maxir:tum Std. Deviiition . 
Rainfall 43.68 30.69 61.12 ?.396 

Surface Flow 6.62 3.59 11.52 2.091 

Recharge 18.72 10.642 30.14 4.903 

Losses 18.34 11.52 23.88 3.245 
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Conma.rison of Hydrolor:ical Budget 

With Other Studies 

This Study 1956 Renort 

Inches Percent Inches Tercent 
-·-~ -

Precipitation 43.7 48.0 

Total Runoff 26.0 6oc,l 
1-J 24.0 50~6 

Baseflm·r 19.4 75;:.~2 17.0 7196 
Surface flow 6.6 2596 7.0 2996 

Evapotran·. and 17.6 40~6 24.0 50% 
Other Losses 

1) Percent of Tot2l Rainfall 

2) Percent of Total Streamflow 

Comparison of Baseflow Estimates from 
Water Resources Renort (Inches) 

1958 1959 
Oct l'!ov Dec Jan .Feb 

This Study 1 1.33 2.02 1.67 1.55 1.47 

Water Res. Report 2 1.48 2.13 1.85 1.49 1.27 

1959 

A'or May Jun Jul Aug Sen 
+ 

This Study - 3.41 2.14- 1.33 1.11 .69 .46 

Hater Res. 3.20 2.07 1.32 1.38 .81 .50 
Report 

1) Pawcatuck R. at Hood River Junction 

2) Pawcatuck R. at Kenyon 

Mar 

4.20 

2.75 
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III. Simulation of Streamflow 

3.1 Need for Simulatio~ 

Simulation is a process which "duplicates the essence 

of a system or activity without attaining reality itself''· 

(1). Engineers use simulation because it is often the only 

method which can effectively deal with the c·omplexi ties of 

a large system. A simulation is also "uncheckable" in that 

there is no direct check of the correctness of the results. 

Therefore, one must be very cautious in checking the logic 

and coding of the program. It is possible to make spot 

checks of certain results and thereby demonstrate the valid

ity of the model. 

The simulation model fo-rmulated in th±s study· will be 

very simple in comparison to the Lehigh Modef, mentioned 

in Section l.6 and others in the literature (2,3). In our 

model, there is a loss of water within the aquifer due to 

baseflow recession and a gain in water due to recharge of 

the aquifer. The amount of recharge is considered a ran

dom variable and will be generated on a monthly basis. The 

decision variable is the monthly pumping rate_. 

3.2 Generation of Recharge 

The cumulative distribution of recharge, presented in 

Table 3.1 will be used to generate recharge. For each month, 

a random variable, f, is generated between O and l. This 

random variable corresponds to a probability on the cumulative 

II 

' 

I 
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distribution (Figure J. l). 'The inches of' recharge can thon 

be f'ound through interpolation. The recharge is then con

verted to a volume (in cfs~days) of' recharge. 'The genera

tion of' recharge f'rom discrete distributions was adequate 

f'or our simulation. There are, however, other ways to gen-. 

erate random variables, such as ~itt~ng the frequency 

distribution to a pro_bability distribution. 

Figure 3.1 Generating Random Numbers f'rom a Discrete 

Distribution 

).) Pumping Program 

A well placed near a stream will deplete the stream. in 

proportion to the pumping rate. The rate at which water 

leaves the stream due to pumping is termed "streamf'low de

pletion." There is a lag 1?etween.the beginning of pumping 

and the start of' strenmf'low depletion. Also, if' the pumping 

... 
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Figure 3.2 Wreguency Distri~ution of Recharge 
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was stopped or the rate changed, there would be a lag in 

the response of the stream depletion rate. This lagged re-

sponse is proportional to the hydraulic diffusivity (T/S) 

and inversely proportional to the distance a well is from 

the stream. 

Jenkins (4) used a simplified stream-aquifer system to 

reduce depletion effect to a mathematical model. The as-

sumptions of his system were: (1) aquifer is isotropic, 

homogeneous and semi-infinite in extent; (2) stream is 

straight and fully penetrates the aquifer; (J) well is open 

and fully penetrates the aquifer; (4) water is released im

mediately from storage; (5) transmissivity does not change 

with time; (6) the temperature of the stream is assumed con

stant and to be the same· as the groundwater; (7) pumping is 

steady during any period; (8) flat water table. Assumptions 

1 through 4 are the conditions for perfect hydraulic con-

ductance between the stream and aquifer. Jenkins solved 

this system, relating pumpage to depletion: 

\J..,\.e., e : 

2. 
-l,L 

e. 



a = 

T = 

s = 

sdt 
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Notation 

distance from stream to 
well (ft. ) 

Transmissivity 
2 

(ft /day) 

Storativity 

= Streamflow depletion 
( cfs) 

t = Time (days) 

= Pumping rate 
during t 

( cfs) 

Jenkins' model relates the ratio of the stream depletion 

rate to the groundwater withdrawals for a specific stream 

depletion factor ( S Df). The SDF is directly proportional to 

the square of the distance from the stream to the well and 

inversely proportional to the hydraulic diffusivity. 

The SDF at the hydraulic divide may be computed using 

the recession constant found in Section 2.4. Since 

L_ = ~ = _l,_, where L = distance from stream to hy-
L2S K2 SDF 
araulic divide (ft.) and K2 = recession constant (140.67 

days as computed in Section 2.4), the SDF for a well at 

the hydraulic divide equals 150.67 days. This represents an 

upper limit of the SDF for wells in the basin. The effects 

of the various levels of SDF, is shown in Figure J.J. It 

can be seen that at higher levels of SDF there is a slower 

response of the stream to pumping. Physically, this means 

that wells which are located far away from the stream or 

pump from aquifers with low hydraulic diffusivity, would 

take a long time for their withdrawals to affect streamflow. 
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When the pumping rate is stopped or changed, there is also 

a lag in the response. This is computed using Jenkins equa-

tion by adding or subtracting the net increase or decrease. 

When pumping is stopped, the time to recover is proportional 

to the SDF, as shown in Figure J.4. The distance from the 

well to the stream in Figures J.J and J.4 would be for an 

aquifer with T=l00,000 GPD/ft
2 

and S = .2. 

As previously stated, Jenkins' model assumes a stream

aquifer system coupled by a perfect hydraulic conductor, 

which the well penetrates completely. As shown in Figure 

J.5, our system departs considerably from the model. How-

ever, the model is still applicable. Since our system 

.deviates from the assumptions in the model, a well close to 

th~ stream may produce stream depletion rates similar to 

what Jenkins' model would predict at a very distant well. 

This means that the SDF can be evaluated from pumping tests 

instead of Psing a SDF computed from the distance to the 

stream the hydraulic diffusivity of an aquifer. It is 

also£ ssible to obtain the appropriate SDF through nu

merical modelling of the basin, by treating the aquifer as 

a distributed system. 

Figure J.5 Comparison Between Ideal and Actual Aquifers 

Idealized Actual 
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Jenkins' model assumes that eventually all the water 

held in storage will flow into the stream. The further the 

well is from the stream, the more delayed the response of 

the stream to pumping. Jenkins model assumes that even for 

very distant wells, there is still some depletion effect. 

In reality, the depletion effects of pumping are within a 

finite radius of the well. The aquifer is also finite in 

capacity;· so in winter months the recharge may be sufficient 

to make up for water withdrawn during summer months and fill 

the aquifer to capacity. As a result, the more distant 

wells may have no effect on the stream. It is possible 

that the model could be modified to account for these dis-

crepancies. 

The model is based on daily pumping rates. 

would be very inefficient to simulate every day. 

However, it 

Instead, 

the month is divided into 10 day intervals. The monthly 

depletion is found through averaging these evaluations. 

J.4 Generation of Streamflow 

In each month, there is a gain in baseflow due to re

charge and a loss due to streamflow depletion and recession. 

The simulation part of the computer program is shown in 

Figure J.6. The average stream depletion for each month is 

computed earlier in the program and is stored in array Dl. 

The program calls subroutine RECH to obtain the volume of 

recharge for each month, V. The stream depletion, D, is 

multiplied by JO days to convert it to a monthly volume 
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{cfs-days) and then subtracted from V to obtain the total 

volume change, VOLR. The volume change will be added in the 

middle of the month ( 15 th day). The streamflow recedes using 

the recession constant to Q
2 

(Figure J.6) then the net re-

charge is added, bringing it up to Q 
a 

and the streamflow 

recedes again to the end of the month, Q1 . The average 

monthly flow is found by averaging Qo and Q1 . The method 

used to estimate recharge is different from the method to 

generate recharge, but the results should be almost exactly 

the same. 

Figure J.6 

Ft.ow 

(cfS) 

Generation of Streamflow 

2 .......... 

voL R,., o~ 
I<. 
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,30 
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3.5 Validation of Simulation Model 

As stated in Section 3.1, there is no direct check of 

the simulation results. However, it is expected that the 

simulation of streamflow with no pumping would give flows 

whose distributions are close to the historical record. The 

.distribution of flows is shown in Figure 3.7. The Kolmorgov-

Smirnov test was used (5) to test the hypothesis that the 

two samples are from the same distribution. The test is a 

non-parametric test, whose test statistic is the maximum 

difference between the cumulative distribution of the two 

samples. The critic al region is 1. 36 -[-(m+n )/m*n where 

m and n are the sample sizes. The maximum difference is 

.053 and the critical region with m = 336~ n = 240, is .115. 

Since the test statistic is well within the critical region, 

the hypothesis that the two samples are from the same dis

tribution is accepted. 

The Kolmorgov test does not validate the program; it 

simply states there is not sufficient evidence to conclude 

that the distributions are not the same. The simulated and 

historical distributions in Figure 3.7 are very similar, but 

not exactly identical. The simulated record was consistently 

higher by 5-10 cfs (obtained by shifting the curves until 

they matched), until 160-170 cfs, where they became prac

tically identical. This discrepancy does warrant further study 

of the simulation model. It is possible that the simulation 

estimates are closer to the true distribution of flows. The 
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period of the historical flows (1941-1968) had an average 

rainfall of 43.8 11 while the long term average from 1889 is 

48.J". 

The random component of the simulation is recharge. It 

was assumed that the recharge is an independent random vari

able, but in reality there is some correlation between sue-

cessive months. This would be a possible source of the dis-

crepancy between our model and the historical values. 

The simulation model was run with different initial ran

dom numbers (called the "seed" of the generator) to test for 

the variations within the model. The results (Table J.8) 

show that there is a considerable range in the low end of 

the frequency table. The 10% flow or the flow which 10% of 

the monthly mean flows are equal to or less than, varies 

from 41.43 - 46.60 cfs, while the 20% flow varies from 57.18 -

68.85 cfs. One possible way to reduce this error is to run 

the program for a longer period. However, the computer time 

increases exponentially with longer simulation runs, so our 

simulation period will be limited to relatively short periods 

(20 years seemed adequate). 
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Table 3.2. 

Use of Different Random Numbers 

in Simulation 

100 Year Simulation 

Less Than: (1) ( 2) 

0 Cfs .002 .o 
10 .002 .oo4 

20 .008 .012 

30 .o46 .034 
40 .091 .070 

50 .154 .125 

60 .218 .188 

70 .258 .237 

P(Q(t)~A) 
(1) ( 2) 

.10 41.43 45.45 

.20 57.18 62.44 

(3) (4) 

.o .001 

.o .002 

.007 .011 

.022 .036 

.064 .092 

.118 .144 

.169 .205 

.219 .257 

Flows (cfs) 

(3) (4) 

46.60 41.50 
66.20 59.20 

Random Numbers 

( 1) 25 

(2) 375567695 

(3) 1974000271 

(4) -100241457 

( 5) -1109923249 

(5) 

.001 

.007 

.017 

.034 

.074 

.127 

.194 

.246 

(5) 

44.90 
66.85 

Mean 

.0008 

.003 

.011 

.034 

.078 

.134 

.225 

.243 

Mean 

43.90 
62.77 
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IV. Optimal Schedule of Groundwater Withdrawals 

4.1 Optimization Model 

The simulation program can be used simply as a fore

casting tool, in that, given a schedule of monthly with-

drawals, the program can predict the risk of low flow. 

would be helpful to an administrator in planning to meet 

current demands. 

This 

In planning for the future, it would be necessary to 

know the maximum withdrawal possible without excessive risk 

of low flows. In the optimization model, the monthly pump-

ing rates gw·( t.), t = l, 2, . . . 12, become dee is ion variables. 

The withdrawals from groundwater will produce a certain lo

w~ring of streamflow or stream depletion, sd(t), during time 

period t. The constraint to the model is that the streamflow 

must not be excessively low for some month. This could be 

expressed: Q(t)- sd(t) s. A. However, streamflow is a random 

variable and as such a chance constraint is appropriate: 

or the probability that the mean monthly streamflow minus 

stream depletion is less than A must be less than«:. To 

complete the model, the stream depletion rate is a function 

of the present and all previous pumping rates, as explained 

in Section J.J. This would be expressed: 

s d ( t ) = f ( gw ( t ) , gw ( t - l ) , . . . ) 
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The optimization problem involves a non-linear constraint and 

a chance constraint and as such is not easily solved. 

Nieswand showed (1) that an analytical solution is possible 

for this model and a conjunctive model using chance-constraint 

linear programming. An alternative to an analytical solution 

is to search for an optimal pumping schedule through a selec-

tive trial and error technique. The search technique is very 

useful when the model may be changed often to relate differ-

ent situations. 

4.2 Methods of Evaluating the Risk of Low Flow 

The assessment of low flow in a stream is complicated by 

the fact that the measure of low flow appears to be multi-

dimensional. One is interested in the magnitude, duration 

and the expected recurrence interval of a low flow. However, 

these dimensions are interrelated, in that, one would expect 

an extremely low flow to have a long duration and a long re

currence interval. 

One measure of low flow is the flow duration curve. This 

is the cumulative distribution of the annual, monthly and 

daily mean flows. Since the supply of groundwater is of im-

portance, the baseflo·w duration curve was found (Figure 4.1 , 

values in Appendix) for the annual and monthly baseflow. From 

this curve, the 10 and 20 year annual mean baseflow were 

found to be 94 cfs and 86.2 cfs, respectively. This is in 

close agreement with values estimated in the Water Resources 
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Report's annual mean flow duration curve (Figure 1.5), which 

by assuming 70% of the total flow is baseflow, would yield 

97 cfs and 86.2 cfs, respectively for the 10 and 20 year 

annual flows. The cumulative distribution of daily total 

flows is also shown in Figure 4.1 {values for curve in Appen-

dix). The curve is in close agreement with values from the 

Water Resource Report curve (Figure 13 in the Report). The 

difference between these estimates is due to the different 

time periods used {our study used 1941-1968; Water Resources 

Report 1942-1962) and human error in reading the graph in 

the Report. 

Another measure of low flow, which has been used in 

water quality studies, is the "7 day minimum flow" (2). 

This is the lowest value in a running average of 7 consecu-

tive daily flows in a year. The 1 and JO day minimum flows, 

which are also useful statistics, are similarly defined. 

The 1, 7 and JO day minimum flows are shown in Table 4.1 

and the cumulative distribution in Figure 4.2. These were 

obtained from the historical record of total flow. Since 

the simulation program was designed to generate mean monthly 

baseflows, it would not be possible to obtain 1, 7 and JO 

day minimum flows directly from the simulation output. How-

ever, a comparable statistic which can be generated in the 

simulation program is the minimum monthly baseflow for each 

year. The minimum baseflow was obtained from the monthly 

mean baseflows (Table 2.1) and these values are shown in 
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Table 4.2 for each year. The cumulative distribution of 

these flows is given in Figure 4.2. It can be seen from 

Figure 4.2 that the minimum baseflow is between the 1 and 

7 day minimum flows. This is reasonable since the baseflow 

was separated by interpolation between the minimum daily 

flows in a 20 day interval. During periods of low flow, 

generally September to November, the baseflow changes very 

little and is near the minimum of the year. The minimum 

monthly baseflow can be related to the 1,7 and JO day mini

mum flows by use of the ratios, as shown in Table 4.J. The 

ratio of minimum monthly baseflow to the 1, 7 and JO day 

minimum flows is 1.23, .945 and .815, respectively. 

Measures of low flow are closely related. The years 

which have the lowest 1 day minimum would also be likely to 

have a very low 7 day minimum and that year would also con

tribute more months to the tail of the baseflow duration 

curve. Figure 4.J shows the years 1949, 1957, 1964, 1965 

and 1968 are common to the 1 and 7 day minimum flows below 

a probability of .2 and these years also have months with 

mean monthly baseflows below the .05 limit. Also, it was 

found that these years had rainfall from April to December 

of less than Jl" (within the 25% percentile). The profile 

of a 10 year low flow (expected recurrence once in ten 

years) is shown in Figure 4.J. 
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Figure 4.3 
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Table L~.2 

Year 
19LJ.l 

1942 
1943 
1944 

1945 
1946 
1947 
1948 
1949 
1950 
1951 
1952 
1953 
1954 
1955 
1956 
1957 
1958 
1959 
1960 
1961 
1962 
1963 
1964 
1965 
1966 
1967 
1968 

Comparison of Minimu~ Monthly Baseflow to 
1, 7, 30 J)ay I•linimum Flows 

Minimum Ratio: I1in. Mon. Baseflow/ 1 2 7, 
Monthly 
Baseflow 1 Da;y: 7 Daz 30 Lai 

26.?0 1.34 .782 .713 
41.90 1.07 .868 .797 
31.90 1.10 .997 .922 
30.90 1.40 1.170 .954 

34.30 1.04 1.004 .946 
65.40 1.11 1.065 .950 
28.40 1.89 .989 .808 
38.80 1.21 1.136 1.055 
23.30 1.11 .921 .782 
27.70 1.03 .937 .833 
33.60 1.12 .915 .803 
41.10 1.17 .931 .786 
40.30 1.12 .873 .812 

72.30 1.16 .990 .935 
65.80 1.32 1.076 .914 
43.00 1.16 .860 .804 
21.80 1.14 .853 .779 
79.10 1.11 .930 .730 
52.90 1.20 1.187 .945 
40.50 1.50 1.191 .911 
60.50 1.21 1.001 .744 
41.00 1.21 .935 .783 
31.50 1.21 .785 .675 
29.80 1.86 1.081 .863 
18.00 1.13 .586· .541 
26.30 1.31 .716 .650 
50.20 1.12 .913 .744 
23.80 1.03 .771 .654 

hean Ratio: 1.23 au5 . /. .815 
Std Dev. . .214 .144 .115 . 

30 Day Min. 
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4.J Search Techniques 

A search technique is like mountain climbing in the dark, 

only in this case, the mountain climber (i.e., the computer) 

has a very short memory of where it's been. Methods are clas-

sified as derivative-free and gradient methods. The gradient 

method requires the function and its derivative, while the 

derivative-free methods require only function evaluations. 

In general, one would expect gradient methods to be more ef-

ficient due to the added information provided. The gradients 

may be evaluated numerically, however this would cause some 

problem as the gradients near the vicinity of the optimum 

become extremely small (J). We will use derivative-free 

multivariant search techniques to solve the model. 

The search program finds the optimal value by evaluating 

the objective function at different points until an optimum 

is found. The decision variables are incremented or de-

creased a certain "step" and the change iI1;the objective func-

tion is measured. If no improvement is found by moving in 

any direction, the program assumes that it has found the op

timum point. If the surface is not unimodel, it is possible 

the search will end at a local optimal solution. There is no 

way to guarantee the success of a search routine. If there 

is some doubt that the optimal solution is true, the routine 

could be run again using a different initial point and then 

one could see if the results are the same. 
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Figure 4.4 General Search Technique 

-z 
Objective Functiou Search Routine --t,,. Write Optimal Results 

t ..... I X + Ste. p 

The flowchart of the optimization program is shm\lTI in 

Figure 4.5. The search program varies the decision variables 

in the objective function until an optimal solution is found. 

Our objective function must be changed to force the search 

program into a feasible region. A penalty is assessed for vi

olation of a constraint and subtracted from the objective 

function. The model becomes: 

Maximize Z = L gw - penalty 
t t 

where: penalty= 1oo~(PA/(t)-sA)" 

• O; Otherwise 

Notation 

Q/(t) = Monthly baseflow (cfs) after pumping 

A= Limit assigned in program (cfs) 

cJ..= Limi.t assigned in program (cfs) 

P { Q., ( t) ~ A 1 = Estimated in Simulation Program 

An estimate of P [Q✓ (t)t A3 is found in the simulation pro

gram by counting the monthly flows less than A and dividing 

by the total number of months simulated. The form of the 
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penalty frmction is somewhat arbitrary and alternative forms 

are discussed in the literature (4). If the penalty is too 

small with respect to the violation, then convergence toward 

an optimum would be too slow. If the penalty is too high, 

there is the possibility the search program would increase 

its step size and skip overthe maximum point. The risk of 

low flow could be put in terms of damage costs, and the 

penalty function could be based on economic loss. 

4.4 Search Program 

Many search techniques are available in the literature 

( 3). In this study, a derivative-free search routine, 

SDRMIN, was used (5). The routine would be regarded as a 

slow but safe routine in that it advances to an optimum 

solution slowly in comparison to gradient methods. It would 

be considered a safe method in that it continually reports 

its progress, making debugging and restarts easier. 

The flowcharts of the overall search routine and the 

exploratory section are shown in Figure 4.6 and 4.7. Ini

tially, the user must supply: (1) the initial values of 

the decision variables, X(i), i = l, ... N; (2) the number of 

decision variables, N; (3) the minimum and maximum values 

for the decision variables, XMIN(i) and XMAX(i); (4) the 

maximum number of objective function evaluations, MAXTRY. 

The initial step size is assumed to be 10% of the allowable 

range, rmless specified. The initial evaluation of the 
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Figure 4.5 

Optimization Pro(!:rB.c Flm-,chart 

Initializes values for Search and Simulation 
.'ioutines. Prints fins.l results when Search finishes 

....\ 

Decision Variables, X Final Optimum Values 
( Fu:1ping Rates) 

Search Subroutine 

Conduct search foT the optimal values. Uses OBJFCT 
i to fi!'ld the opjective function. If there is improve
\ mmt in. o::ijcctive fu:1ctioY1, the step is added to 
i variable, a.nd if there are repeated inprovements 
; the steu size is increased, Heturns to Tfi.ain progrri.m 
l when th~re is no more improvements in objective function 

l, • Objective Function Evaluation 

.r--------'~-___.._ __ 

Pumping Rates 

OBJFCT Subroutine 

Computes the objective fu.~ction, z, based on pumping rates 
and penalty obtained from sinulation program. Returns to 
Search Subroutine 

Pumping Rates Penalty 

2valua tes Pem.l ty. 
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Figure 4~6 
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Flow Chart of Subroutine SDRMIN 
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Figure 4.7 

Flow Chart of Exploratory Search Section 
of Subroutine SDRMIN 
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objective function establishes a "base point" by which im-

provements can be judged. The decision variables are in-

cremented by a "step" one at a time and then evaluated in 

the objective function. If there is any improvement, the 

new value is retained. However, if there is no improvement, 

a "reverse move" is tried (Figure 4.7), where the step is 

substracted from the variable. If this fails to make any 

improvement, the variable is restored to its original value. 

If there is no improvement in any variable, this would indi-

cate an optimal point. To insure that this point is an 

optimum, the program is restarted at another point to see if 

the same optimum is found. In order to accelerate the search 

process, the step size will be incremented when there is an 

improvement resulting from two consecutive moves. 

There is no guarantee that the search program will find 

an optimal solution,and not a local maximum. The bounds 

may be placed so the optimal solution is above the maximum 

allowed. Time is also a critical factor, as each evaluation 

of the objective function means the simulation program must 

be run. 

4.5 Optimum Pumping Policies 

Optimum is used here only with respect to the model and 

while efforts were made to have the model reflect reality, 

nevertheless, the model greatly simplifies the complexities 

of the stream-aquifer system. Also, the "optimum policies" 

may be rather difficult to implement. Any withdrawal plan 
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must be consistent with existing pumping capacities, treat

ment, storage and distribution system and the demand for 

water. The primary objective in this study is to show the 

maximum possible development given a certain level of risk 

of stream depletion. 

Constant Pumping 

Under constant pumping, the rate at which water is with

drawn will eventually become equal to the rate at which the 

stream is depleted using Jenkins' model. Therefore, if 10 

cfs is continuously withdrawn, the daily streamflow would be 

lowered by 10 cfs. The monthly and yearly mean baseflow and 

the minimum monthly baseflows would also be lowered by 10 

cfs. This is the equivalent of shifting the minimum flow 

curve (Figure 4.2) and the baseflow duration curve (Figure 

4.1) to the left by 10 cfs. Pumping 10 cfs would lower the 

7-day, 10-year flow from 27 cfs to 17 cfs; and the JO-day 

10-year flow from 31 cfs to 21 cfs. Also, the monthly mean 

baseflow occurring 10% or less would shift this value from 

41.1 to Jl.l cfs. Continuous pumping simulations were use-

ful in validating the operation of the pumping routine. 

Variable Pumping - Single Stream Depletion Factor 

If we are allowed to change the pumping rate each month, 

the maximum allowable withdrawals in a year is not immediate-

ly obvious. An absolute maximum would be to pump until the 

stream is dry, which would equal the total recharge. This 
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is a rather extreme policy. A more reasonable approach LS 

to set a constraint based on the results of continuous pump

ing and determine if there is an improvement under variable 

pumping. 

Under constant pumping of 10 cfs, the monthly baseflow 

duration curve at the 10% limit would shift from 41.1 cfs to 

Jl.l cfs. The constraint used in our optimization model is: 

P} Q(t) ~ Jl.l~ ~ .10 

or the probability that the monthly mean baseflow is less 

than Jl.l cfs is less than .10. A penalty will be assessed 

if more than 10% of the months have baseflows of less than 

Jl.l cfs. A second constraint was found necessary to limit 

the range of pumping rates. The constraint limited the mini

mum pumping rate to 75% of the maximum or: 

It is possible that the range constraint could be related to 

the available water storage in the basin. It is assumed 

that the wells do not interfere and there is a single SDF. 

The simulation program will simulate 20 years of streamflow, 

and report the violations to the search routine. It was 

found that with 12 decision variables (12 monthly pumping 

rates), the search routine required over JOO objective func-

tion evaluations and took ov~r 5 minutes to complete. This 

problem was overcome by grouping the monthly pumping rates 

into 4 groups: Jan.-Mar., Apr.-June, July-Sept., Oct.-Dec., 
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so the program will need only to determine four variables. 

The lower constraint on the decision variables, XMIN, was 

set at 5 cfs and the upper limit, XMAX, was set at JO cfs. 

The program was run for SDF equal to 1, 50, 100 and range 

constraint of .75, .50 and .25, as shown in Table 2.J. A 

well placed far from the stream would mean that there would 

be considerable delay between the start of pumping and the 

depletion of the stream, and so more water can be withdrawn 

without lowering the stream below a critical level. This is 

reflected in the results in Table 4.J, where the maximum 

withdrawal of 150.09 cfs-month occurs at SDF = 100. When 

the range constraint is relaxed, the advantage of a slow re

sponse becomes a disadvantage in that lowering the pumping 

rates in the Summer and Fall months when streamflow is 

critical, will not result in an immediate lowering of stream 

depletion. From Table 2.J, the maximum withdrawal at a range 

constraint of .25 (wide range) was 165.84 cfs-month, which 

occurred at SDF = 1 (near the stream). 

Variable Pumping - Multiple Stream Depletion Factors 

It is not realistic to assume that the wells within the 

basin will have the same SDF. There may be some high capac-

ity wells close to the stream which means a low SDF which 

would cause a fast response from the stream. The wells 

close to the stream could pump during the winter, when the 

streamflow is high and more distant pumps could be started 
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Table 4.3 Optimum Withdrawal Schedule - Single SDF 

Constraints: p [Q(t).f 31.11~ .10 

SDF 

1 

10 

50 

100 

SDF 

1 

50 

100 

SDF 

1 

50 

100 

Min(gwt) ~ .75 

·Jan-Mar AEr-Jun 

11.48 cf's 9.94 

9.73 9.72 

12.05 9.44 

13.14 10.71 

Min(gwt) > .50 

Jan-Mar 

16.47 

16.06 

16.00 

Jan-Mar 

19.90 

16.06 

16.00 

Apr-Jun 

9.44 

9.20 

9.20 

Apr-Jun 

9.34 

9.20 

9.20 

Max(gwt) 

Jul-SeE 

9.07 

9.72 

9.44 

13.06 

Max(gwt) 

Jul-Sep 

8.06 

8.oo 

8.24 

Jul-Sep 

8.06 

8.00 

8.24 

Oct-Dec Total 

11.56 126.18 

10.18 118.08 

11.95 128.54 

13~13 150.09 

Oct-Dec Total 

17.89 155.58 

11.21 133.41 

10.00 130.32 

Oct-Dec Total 

17.98 165.84 

11.21 133.41 

10.01 130.3.5 

cf's-mo. 
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in the summer and fall months when the streamflow is criti-

cally low. The effects of the more distant pumps would not 

be felt on the stream immediately. The proposed strategy is 

to pump from the distant wells from July to September on the 

assumption that the stream depletion rate will not reach its 

maximum until several months after the start of pumping. By 

that time, in November or December, there should be suffi

cient amount of recharge. 

To test this strategy, the model was modified to include 

three wells: 

Well l: 

Well 2: 

Well J: 

Pumping Capacity= 15 cfs, SDF = l --
fast response, near stream 

Pumping Capacity= 10 cfs, SDF = 10 
medium response, between 
Well land J 

Pumping Capacity= 5 cfs, SDF = 100 --
slow response, distant from 
stream 

The ~rrangement is shown in Figure 4.8. It is assumed that 

the pumps do not interact with each other. Typical simula-

tion runs are shown in Figure 4.9. Since the pumps have 

fixed pumping rates, the problem is not how much to pump, 

but which pumps should be kept on and which pumps should be 

turned off. After some initial runs, it became obvious 

that the low flows were most sensitive to the pumping in 

period 3, July to September. 

for period J was set at 5 cfs. 

Therefore, the pumping rate 

Then the three remaining 

periods were allowed to vary from 10 to JO cfs. (10 cfs 
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Figure 4.8 

Arrangement of Wells 

10 GfS 

15 cfs 

5 cf s 0-- SDF = 1 ----• 

~ SDF = 10 

SDF = 100 ------

Stream 
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would be pumped from Well 2, JO cfs would be pumped using 

all three wells.) Using monthly baseflow statistics, the 

best pumping schedules were selected, as shown in Table 4.J. 

For certain pumping schedules, the minimum monthly baseflow 

was found and its frequency distribution was plotted as shown 

in Figure 4.10. It was assumed that the ratio of the minimum 

monthly baseflow to the 1 and 7 day minimum flows and the 

annual mean flow obtained in Section 4.2 is valid under pump-

ing conditions. The 10 and 20 year minimum flows were com-

puted from the minimum monthly baseflow as shown in Table 

4.5. 

The pumping schedules presented may in some way appear 

intuitive, in that someone who has had experienc·e in setting 

pumping rates could obtain the same results without the use 

of simulation and search techniques. However, as a system 

becomes larger, intuition becomes poorer. Certainly, in the 

early planning stages, it would be essential to find the 

correct location of the wells. The result shows the advant-

age of placing some wells near the stream and others more 

distant. 

A more complex system might include more wells at dif

ferent SDF and a certain capacity to store the withdrawn 

water. The objective would be to supply a constant volume 

of water each month by selecting the wells which would be 

least likely to lower streamflow to which levels. The re-

lationship between the water storage and the location and 

time of the groundwater withdrawals could be analyzed. 
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-V. Conclusions and Recommendations 

5.1 Conclusions 

No single pumping plan was proposed as an optimal sched

ule. The maximum withdrawal possible is dependent upon the 

location of the wells and the schedule of the withdrawals. 

This study initially simulated the effects of a single 

well system with a fixed SDF estream depletion factor). A 

constraint was placed on the occurrence of low flow and the 

allowable range of withdrawal rates. The range constraint 

could be set to reflect the available storage for the with-

drawn water. A series of simulation runs were conducted at 

various levels of'SDF and a search program found the maximal 

annual withdrawal possible for each_SDF. It was found that 

at a narrow range, the maximum withdrawal possible can be 

achieved from wells very distant from streams. However, 

when ·a large range ·is allowed, the maximum withdrawal oc-

curred at wells near the stream. The advantage to pumping 

from wells distant from the stream is that stream depletion 

will be considerably delayed. However, this advan't·age be

comes a disadvantage when the pumping rate ·is lowered so 

there is a delay in the change in stream depletion. 

The study then examined a more realistic situation: 

J wells with different SDF and 'fixed withdrawal rates. The 

decision variable then becomes the best combination of pumps 

in each period to satisfy a_fixed demand. It was found that 

the third period, July-September, was most critical and only 

withdrawals from the most distant-well could be made. 

" 
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It is hoped that this study will provide a basic frame-

work and st"atistical base for future studies. In analyzing 

the streamflow record, the interval method was devised to 

separate the baseflow component in the Pawcatuck River at 

Wood River Junction. By traditional methods, it would be a 

tedious process to analyze several years of the streamflow 

record. However, by using the computer, the separation of 

streamflow components and subsequent statistical analysis 

of 28 years of streamflow record was easily computed. The 

Computer Plotter also proved to be an invaluable tool in 

the baseflow separation and the recession curve. It was 

demonstrated that the Pawcatuck River was a good reference 

in that it can be compared with the baseflow in smaller 

tributaries. 

There a~e many improvements possible within the model. 

The following changes are possible: 

(1) A more refined method could be used to extract the 

baseflow, possibly using time-series analysis 

well level data. 

(2) The rece·ssion line, presented in Figure 2.6, may 

be considered a two piece line, where the lower 

end would reflect the lower transm~ssivity at 

lower depths of the aquifer. 

(J) The aquifer storage may be assumed to be finite 

and the recharge above a certain level would not 

go into the aquifer. 
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(4) The Jenkins model for pwnping could be replaced 

by another relationship obtained from field data. 

(5) The grouping of months in the search program 

could be changed, where the most critical months, 

Sept.-Nov. would be in one group. 

(6) The effect of pwnping when the stream is dry 

could be studied and the program could be modi

fied to account for this. 

(7) The model could be modified to include some 

storage capacity for withdrawn water. Various 

levels of storage could be investigated. 

It is possible to use other techniques for generating stream

flow, such as "Fiering's" method, which generates monthly 

flows using serially correlated random nwnber generator (1). 

5.2 Recommendations 

It is difficult to recommend specific areas of research 

for the future without full information on current studies 

and the needs of the area. Extensive studies are being con-

ducted on the upper and lower basin, but unfortunately the 

results were not made available for this study. It seems 

that operations research studies often take a back burner 

position to more traditional studies in water resources en

gineering. However, judging from the literature, the use 

of operations research is rapidly growing. 

Extensive research has been conducted in the conjunc

tive use of ground and surface water to satisfy an expected 
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demand. This is a complex problem and simply an analysis 

of the demand for water might be a complete study in itself. 

There is a definite need to know accurately how much above 

the expected demand a water system should be designed for. 

This problem has been studied in an economic context by 

Hoeh (2). 

Another possible area of study is the further analysis 

of streamflow data utilizing the computer. The methods of 

time series analysis have been shown to be an effective 

means of analyzing extensive streamflow records (J). It 

is possible that a more precise measure of the occurrence 

of floods and droughts could result from the study. Also, 

a "regional analysis" could be performed (4), where the 

common characteristics from a series of basins are compared 

in order to extend the size of the record, hence increase 

the reliability of the records. 

The use of operations research may be extended into 

the overall planning of water resources in a large area. 

It could be determined which areas are in most critical de

mand and what sharing of water resources are possible. The 

sharing of many different sources of water to satisfy many 

users has been formulated as a network problem (5). 

The success of any project will depend ultimately on 

the ability to be flexible in the application of operations 

research. 
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A-1 Data Used in Co~-n--1~ison o~ Chi~uxet and 
Fa\.o'catuci< River a:. ·,.;ood. River J • 

~ 1959 
Chip, Paw, _ Chip, Paw. 

410. 0 ... ' APR 5 42,0 APR 10 38.0 373.0 
APR 20 46.0 430.0• APR 19 29.0 . 291.0 
APR 27 44.0 389.0 APR 26 • 28.0 260.0 
MAY 6 48.0 488". 0 MAY 10 21.0 213.0 
MAY -20 39.0 346.0 MAY 18 18.0 188.0 

.MAY 30 35.0 348.0 Ml~Y 30 11.0 15l.O 

.JUN 10 26.0 257. O . JUN 1 13.0 153,0 . JUN 20 24.0 -220. 0 - JUN 12 12.0 120.0 
. JUN 30 16.0· 149,0 .JUN- 30 23.0 188.0 

JUL 4 13.0 12B,O JUL 9 12.0 110.0 
· JUL 20 13,0 12:5.0 JUL 12 21+0 188.0 

JUL 25 10.0 91.0 JUL 31 · 13.0 . 114,0 
AUG 10 7.7. 71,0 AUG 8 11.0 94~0 · AUG 12 7.3 80.0 AUG 20 9.7 80.0 AUG 24 7.0 81.0 • AUG 28 7.7 71.0 • SEP 5 11~0 121.0 SEP 10 8.7 68.0 
SEP 15 9,0 104.0 SEP 15 6.9 83.0 
SEP 26 9,7 100.0 SEP 28 6.1 44.0 
OCT 10 19,0 173.0 OCT 7 6+ 1 44.0 
OCT 20 12.0 122.0 OCT· 20 6.3 55.0 
OCT 21 11.0 120.0 OCT 22 5.9 52.0 • NOV 8 22 .-◊ ·1es.o NOV 6 9·.4 80.0 
NOV 20 19.0 176.0 NOV 16 9.4 86.0 
NOV 26 14,0 151.0 NOV 23 9,2 85.0 
DEC 10 24.0 208.0 IIEC 6 13.0 119.0 
ItEC 20 16.0 163.0 DEC 11 ·-·19.0 • · 178.0 .. DEC 29 11.0 128.0 DE'C 26 17.0 178.0 .. 

1960 
··-·· ...... __ .. Chip.- Paw.· 

·APR 3 42,0 391.0 
APR 20 34.0 293,0 ~ 

APR 30 29.0 230.0 1974 
MAY 8 25,0 197.0 Chi:E• • Paw. MAY 20 23 ♦-0 203.0 APR 8 29.0 330,C MAY 31 20.0 I 176.0 APR 20 29,0 297,C ·JUN 3·· 18.0 ' 168.0 APR 30 23.0 217,C JUN 17 12.0 108.0 MAY 9 21.0 189,C JUN 30 11.0 82.0 MAY 20 19.0 177.0 - - ·••t• -

·1 

MAY 27 18.0 168.0 
, JUN 10 11.0 137.o 

!272 JUN 14 9.0 111.0 
ChiE• Paw. jLJN 30 11.0 127.0 

JUL 10 .. 9,6 94.0 . SEP 14 6,9 81,G JUL 15 7,9 80.0 SEP 22 9,4 95.0 JUL. 30 5,7 68.0 OCT 10 6.8 86.0 AUG 6 5 • 1 59,0 OCT 20 5,0 77.o AUG 20 4.5 46.0 OCT 23 4,9 76.0 AUG 22 4,2 41. o· NOV 10 7.3 95.0 SEF' 1 . 6.1 65.0 NOV 20 6,5 89,0 'SEP 20 5,6 55.0 NOV 21 6,3· 88.0 
DEC 7 13.0 126.0 SEP 27 6,1 58.0 
I•EC 14 17.0 175.0 
ItEC 26 33.0 416.0 

,k f\o+ -s'-'~" • C.r,, • \•~v...-..a.. 

- --... 
.............. I 
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Qomparison Bet\·,een Flow Duration Curve in this Study· 

and Curve in the \•later Resources Report 

.. (1) Daily Flow Duration (Figure 4.1 in this study and Figure 
.l 

13 in Hater Resources Report) 

P(Q ~ A1 ·A (from Report) A (from this study) 

.05 38 cfs 32 cfs 

.10 .. 45 cfs ·45 cfs 

.20 62 cfs 63 cfs 

.30 88 cfs· 86 cfs 

.40 110 cfs 118 cfs 

.50 • 1.50 cfs 150 cfs 

(2) Annual Flow Duration (Figure 4.1 in this study and Figure 
17 in Water Resources Report; it was 
assumed that 70<;6 is •• baseflow) 

p[Q" AS / A (from Report) A (from study) 
1\ 

:05 86.24 cfs 86 cfs 
.,10 89.47 cfs 94 cfs 
·.20. 107.80 cfs 106 cfs 
.30 118.58 cfs 117 cfs 
.40 127.20 cfs 126,cfs 
.50 131.51 cfs 134 cfs 

N"ote: -The·difference between values from this study and the 
ones obtained from the Report are due to: (1) the 
different periods used,(the Report used 1942- 62, this 
study used 1941- ·1968-) ahd (2) human error from reading 
graphs in the Report. 
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A-3 

Freouency Distribution of Daily Flows (Total Flow) 

• 'Flows Less No of Probabiiity • 
Thnn: Flov 1s Cumul2tive 

30.C:.f'S :L 88 + O.O:L84 
60. 1872. o. Hl30 
90. 3273. 0. ~3200 

. 120 . "4267. 0.4:1.72 
150. 5123. 0.50()9 
180. 5913. 0. ~5702 
2l0. 6685. 0 + 6~537 
240. 736:1.. 0+7198 
270+ 7996. 0.7019 
300. 8459. O.B271 
330. ElB19. 0.8623 
360. 909~'i. O+BB93 
390. 9339. 0.9:1.32 
420. 9561. 0. <7349 
450. 9701. 0.9486 
480+ 9815. 0. 9~59? 

• 510 + 990:L. 0.9681 
540. 990:1. • 0,9759 
570. 10036. 0.9B:l.3 
600. 10089+ 0.9865 
630. 10116. 0.9891 
660. 10136. 0. 9-9:1.1 
690. 101~:;7. 0.9932 
720. 10170. 0.9944 
750. 10184+ 0.9958 
780. 10197. 0.9971 
810. 10203. 0.9977 
840. 10203. 0.9977 
870. 10209. O. 99E12 
900. 10212. 0.9985 
930. 10214. 0.9987 
960. 10215. 0.9988 
990. 10216. 0.9989 

1020. 102:1. 9. 0.9992 
1050. 10220. 0. 9<"}93 
1080. 10220. 0,9993 
u.10. 1. 0222. 0. 999~:; 

· U.40. J.0222. 0. 9<_;>9~:i 
U.70. 10223. 0.9996 

t1200 -♦. _ 1022~! 0.9996 
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. 
• Less· Then: 

0 cfs 

.10 

20 . 
30 

40 

50 

·60 • 
, 
\ 

70 

80 

90 

100 

.110 

120. 

.130 

140 

150 

160" 

_ 170 

180 

-190 

• 200 

210 

220 

..LV"T 

Stre~~flo~-: -- Eo J?t.'.r.ming 

Simulated Historical 

o.o o.o 
.002 o.o 
.008 -- .008 

.046 .068 

.091 .131 

.15 1~ .199 

.218 ~241 

.258 .300 

.306 .360 

·.355 .407 

.407 .449 

.450 .464. · 

~487 .523 

.523 .547 
.. 
.563 ;592 

.607 .616 

.650 .654 

.G80 .6e4 

• ' ,,_ .717 -.726 

· .751 .762 

• .790 .791 

.814 .818 

~ .833 -.851 

* Maximu'Cl Difference 
.054 



Comparison Bc::ueen F.istoric2-l 2nd Sir::ulated (Continue) 

Simul2.ted Historical 

230 cfs .856 .881 
240 .881 .895 
250 .896 .913 
260 .912 .922 
270 .930 ___ •. 921.J-
280 .-943 .943 
290 .970 .961 
310 .977 .964 
320 .986 .974 
330 .992 .982 
340 .995 .985 
!1-00 .999 .999 
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A-5 

Analvsis of Variance for 

Relationship D•~vcloncd in Section 2.3 

Source 

At_tributable to 

Regression 

Devj_ation from 

Regression 

·Total 

91 

92 

Sum of Squares 

10204.371 

430.770 

10635.141 

J) Critical Regions 

Mean Square 

10204C>371 

2) Set I._= . o s 4) Since F> Fe , The null hypo_!nesis is rejected. 
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1941 

a 
183.74 

243.00 
218.10 

190.93 
155.48 

191.07 
100+

71 
70.94 

42.27 
38+

71 
63.63 

74+
58 

1942 
a 

96+
16 

250.00 
444.19 

241+
43 

136.71 
83.57 

• 
81+

29 
98.87 

58.40 
72+

97 
111+

14 
261.00 

1943 
a 

278.52 
320+

04 
319.19 

229.07 
261.55 

1~2.37 
75+

58 
61.55 

37.93 
53+

10 
84.37 

58.81 
:1.944 a 

98.81 
103.86 

220.19 
267.17 

175.52 
119.43 

67+
61 

42.:1.6 
73.57 

57+
61 

163.53 
347.10 

1945·0 
293+

74 
227.68 

430.16 
. 223+

67 
258.23 

143'+
83 

80+
87 

64.32 
41+

03 
39+

29 
95.10 

324.06 
1''2 

1946 
a 

3$4.87 
305.04 

334.71 
205.63 

217+
26 

235.77 
97.68 
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