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ABSTRACT

Most transmitters are peak-power limited due to the maximum allowable peak power to the transducer. A higher average power can be achieved with these transducers by keeping the same peak power but increasing the pulse width. This allows the range of the sonar system to be increased, however, the range accuracy is degraded due to the larger pulse width.

A common method of improving the range information is Pulse Compression. In effect, a wide pulse is transmitted with an FM component and, when received, is passed through a frequency-sensitive filter such that the higher frequencies will be delayed longer than the lower frequencies. The output of this filter exhibits a narrow pulse and thereby gives improved range information.

The range information of this narrow pulse is improved but not to the accuracy of a conventional pulse system due to the filter sidelobe effect which adds range ambiguities. These time sidelobes can be reduced by the use of sidelobe weighting filters, but a loss in signal-to-noise ratio results.

If the phase-coded pulse system proposed herein were used, the received decoded pulse would theoretically have unambiguous range information and the signal-to-noise ratio would depend only upon the total number of bits in the coded pulse.
A brief description of FM pulse compression is given for background reference, followed by the proposed Phase-Coded (PC) method. The logical development and mathematical substantiation of the PC method is presented with various analytical treatments.

The doppler dispersion effect, which is present whenever relative motion between target and source exists, is analyzed for various pulse code widths. A relationship between relative target speed and pulse amplitude is derived such that operational parameters may be determined.

The sidelobe effect, which is present in both the FM and PC methods, is discussed and a method of elimination is developed for the PC system. Sidelobe elimination does have an effect on the signal-to-noise ratio, and a comparison is made between the two methods on this basis, along with the standard basis of comparison.
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INTRODUCTION

Since the advent of sonar, there has been an ever-present requirement for increased transmitted power. The obvious reasons for this being the desire for stronger echo returns and/or greater effective range. It can be seen from this that a limit of maximum power available will be reached. From the typical transducer data in the appendix, it can be seen that the maximum power limit reached is the maximum allowable peak power to the transducer. Closer inspection shows that a higher transmitted power can be achieved by increasing the transmitted pulse width. This is due to the fact that increasing the pulse width at the maximum input power level does not exceed the maximum average input power. It is assumed that the pulse duration is much less than the pulse period, which is true for almost all active sonar applications.

The increased pulse width does allow for increased sonar range but degrades the range resolution of the target. This can be seen by referring to R. J. Schlesinger's Principles of Electronic Warfare, 1 in which it is shown that an optimum bandwidth exists and is related to the reciprocal of the pulse width such that optimum signal to noise is achieved. If, for instance, the pulse width were increased by a factor of four, the optimum receiver bandwidth would be one quarter of its previous width. The amplitude of the received pulse would still be the same,
but the noise level out of the receiver would be reduced to one quarter of its previous power level (assuming Gaussian distribution across the band of interest), resulting in a net 6db signal-to-noise increase. Schlesinger points out that the pulse waveform out of this bandpass filter is no longer rectangular in shape but more like a \((\sin x)/x\) shape. The range resolution of the echo is four times longer than that of the original due to the increased pulse width.

This loss in range resolution can be eliminated by the use of a pulse compression technique. The most common method in radar applications is FM pulse compression which is discussed briefly in Chapter I. For sonar applications, however, the FM method is doomed to limited use due to the multipath cancellation effect described in J. W. Horton's Fundamentals of Sonar. Horton concluded that due to the wide phase variation of the FM pulse and the multiple paths traveled by the acoustic energy, there is very severe distortion of the waveform. For this reason, an FM type of pulse compression is not widely used in sonar applications.

In October 1962, as a novel approach to radar pulse compression, C. F. Phillips presented a four-bit variable width, single frequency pulse compression technique without mathematical development. This is not an uncommon practice in the field of science. In many instances, mathematical substantiation occurs after a phenomenon has been observed. It is conceivable that any code group can be developed by trial and error. This particular code (four-bit variable
width) actually consisted of seven, fixed-width bits, which in the text will be called the 7-bit code, that by trial and error would have $2^7$ possible combinations. Of these 128 combinations, half are mirror images of the other half (this mirror image relationship is explained in Chapter II). Of these 64 possible combinations, half are code groups 180 degrees out of phase with the other half. Therefore, a trial and error method requires a maximum of 32 attempts before the proper code group is found. Thus, the number of trials for an N-bit code would be $2^{N-2}$. Obviously, there is a need for a method with which to determine the various code groups for different code widths. This is done in Chapter II.

The encoding and decoding of the 4-bit variable width code was successfully done by Phillips whose system block diagram consisted of the encoder and decoder portions of the proposed system shown in Chapter II. A search of the literature has disclosed no further publications concerning other possible code groups of the type contained in the text. This could be due to a variety of reasons. However, it should be noted that in radar, FM pulse compression can provide a higher compression ratio than would a 7-bit code (refer to Chapter I), and thereby necessitate a larger number of bits in the code, which, as previously mentioned, would be that much more difficult to determine. It should be noted also that FM pulse compression in radar is not adversely affected by the media while it would be by the sea
in a sonar application. This may be the reason for the avid pursuit of the phase-coded pulse compression system for sonar use rather than for radar use.

The phase-coded method of pulse compression depends on a single, fixed frequency with abrupt phase changes of ±180 degrees, whereas the FM method depends upon a variable phase shift across the transmitted pulse (see Chapter I), leading to Horton's explanation of multipath cancellation. If nothing else, this observation shows that the multipath cancellation would appear to have a less severe effect on the phase-coded pulse waveform.

The mechanics and basic behavior of FM pulse compression are presented in Chapter I for background. Then, the phase-coded method is developed by the author in Chapter II which includes the derivation of the general equations for determining the various code groups.

Doppler dispersion, due to relative motion between target and source, has a measurable effect on the phase-coded system if the operational parameters are not judiciously chosen. Chapter III presents this effect through the author's development of an equation relating received pulse amplitude and doppler phase shift. A computer plot and its graphical presentation of this equation is made for three different codes.

A treatment is given to sidelobe effects and signal-to-noise ratios in Chapters IV and V, respectively. This is done on a comparison basis between FM and PC pulse compression.
FM pulse compression is an already proven method and is quite suitable for radar applications. However, there are some drawbacks as far as sonar use is concerned, other than the characteristics of the channel media. The three basic disadvantages are: multipath cancellation, doppler dispersion, and the acoustic attenuation properties of the water. Reverberation is an effect caused by the transmitted pulse returning from unwanted discontinuities in the media (i.e., signal bouncing back and forth between discontinuity and source). It cannot be directly eliminated by FM pulse compression, phase-coded pulse compression, or the conventional method of transmission, and therefore will not be discussed topicly.

Complexity of design is not considered a drawback to the FM system. For the sake of simplicity, only linear FM pulse compression will be considered in the comparisons.

C. E. Cook very aptly presents the fundamentals of FM pulse compression. Figures 1-1 and 1-2 are excerpts from Cook's publication. The following definitive characteristics will be used for clarity and comparative purposes:

1. After pulse recombination, the amplitude and spectral responses are both of the \((\sin x)/x\) form.
2. The pulse compression ratio is

\[
\frac{T}{t'} = BWT \tag{1-1}
\]
where \( T \) is the transmitted pulse length
\( t' \) is the recombined pulse width
\( BW \) is the bandwidth scanned in \( T \)

3. The transmitted pulse amplitude is unity.
4. The reconstructed amplitude is

\[
A = (BWT)^{1/2}
\]  
(1-2)
**Figure 1-1 Various FM Pulse Compression Waveforms**
Compression Ratio = $T/t = BWT$.

Figure 1-2 Descriptive Characteristics of an FM Pulse
The proposed method will involve transmitting a pulsed \( CW \) signal consisting of \( N \) bits either in phase or 180 degrees out of phase with respect to the first bit. The received pulse is to be delayed \((N-1)\) times, with each delay increasing by one bit width. These delayed pulses are then combined such that the output will be \( N \) narrow pulses, each one bit wide and having unity amplitude, except for one which has an amplitude of \( N \).

Let the phase of each bit position be either in phase or 180 degrees out of phase relative to the first bit. Now, if a bit is in phase with the first bit, it can be represented as \( a(\sin \omega t) \), and likewise, if it is out of phase with the first bit, it can be represented as \(-a(\sin \omega t)\). If each bit assumes unity amplitude, its representation can be further simplified to \(+1\) if it is in phase with the first bit, and \(-1\) if it is out of phase with the first bit.

Figure 2-1 shows the phase-coded waveform along with its associated logic (Figure 2-2).
Figure 2-1 Transmitted and Recombined PCPC Waveform
The document contains a mathematical representation and a figure explaining the relationship between code groups and their associated delays. Figure 2-2 shows the seven delayed code groups with the proper positioning but not necessarily with the proper phase relationship (the proper phase of each group is necessary in order to achieve the output relationship shown in Figure 2-2). If we multiply each row by its corresponding bit and alternately change group phase, then the results are as shown in Figure 2-3.

The figure includes a table and a diagram illustrating the output relationship. The text describes the arrangement for determining the bit phase relationships.
It can be seen from Figure 2-3 that \( aa = 1 \) and \( -dd = -1 \) and, therefore, \( ag - bf + ce - dd + ec - fb + ga \) must equal \(-7\) for maximum output. It can also be seen that all of the even columns will equal zero by definition. The leading bit 'a' can be arbitrarily chosen as +1 or -1; for this analysis, we will choose 'a' to be +1.

\[
a = 1 \quad (2-1)
\]

From the third column:
\[
2ac - 1 = 1 \quad \text{therefore, } c = 1 \quad (2-2)
\]

From the fifth column:
\[
2ae - 2bd + 1 = 1 \quad \text{therefore, } e = bd \quad (2-3)
\]

From the seventh column:
\[
ag = -1 \quad \text{therefore, } g = -1 \quad (2-4)
\]
\[
-bf = -1 \quad \text{therefore, } bf = 1 \quad (2-5)
\]
\[
ce = -1 \quad \text{therefore, } e = -1 \quad (2-6)
\]

Thus, yielding from equation 2-3,
\[
b = -d
\]

and from equation 2-5,
\[
b = f \quad (2-7)
\]

From this analysis, the 7-bit code can now be determined. Our equations require only that the product of \( b \) and \( f \) be equal to 1, and the product of \( b \) and \( d \) be \(-1\). Therefore, we will set up two sequences; one where \( b \) equals +1 and the other where \( b \) equals -1.

Code where \( b \) equals +1:
\[
+1 +1 +1 -1 -1 +1 -1 \quad (2-8)
\]
Code where \( b \) equals \(-1\):

\[
+1 -1 +1 +1 -1 -1 -1
\]  \( (2-9) \)

It can be seen that these codes are symmetrically identical because of the fact that the output waveform is symmetrical about the main lobe. The respective outputs are as shown in Figures 2-4 and 2-5.

\[
\begin{align*}
+1 & +1 +1 -1 -1 +1 -1 \\
-1 & -1 -1 +1 +1 -1 +1 \\
+1 & +1 +1 -1 -1 +1 -1 \\
+1 & +1 +1 -1 -1 +1 -1 \\
-1 & -1 -1 +1 +1 -1 +1 \\
-1 & -1 -1 +1 +1 -1 +1 & \text{Code (2-8)} \\
-1 & -1 -1 +1 +1 -1 +1 \\
\end{align*}
\]

\[
\begin{align*}
+1 & 0 +1 0 +1 0 -7 0 +1 0 +1 0 +1 \\
\end{align*}
\]

Figure 2-4

Amplitude Representation of Reconstructed Code Group

\[
\begin{align*}
+1 & -1 +1 +1 -1 -1 -1 \\
+1 & -1 +1 +1 -1 -1 -1 \\
+1 & -1 +1 +1 -1 -1 -1 \\
-1 & +1 -1 -1 +1 +1 +1 \\
-1 & +1 -1 -1 +1 +1 +1 \\
+1 & -1 +1 +1 -1 -1 -1 \\
-1 & +1 -1 -1 +1 +1 +1 \\
\end{align*}
\]

\[
\begin{align*}
+1 & 0 +1 0 +1 0 -7 0 +1 0 +1 0 +1 \\
\end{align*}
\]

Figure 2-5

Amplitude Representation of Reconstructed Code Group
If 'a' were chosen to be -1 rather than +1, the code representation would be as follows:

\[
\begin{align*}
-1 & \quad -1 & \quad +1 & \quad +1 & \quad -1 & \quad +1 \\
-1 & \quad +1 & \quad -1 & \quad +1 & \quad +1 & \quad -1
\end{align*}
\]  
\tag{2-10}

\[
-1 & \quad +1 & \quad -1 & \quad +1 & \quad +1 & \quad -1
\]  
\tag{2-11}

The corresponding output for equations 2-10 and 2-11 will be as follows:

\[
\begin{align*}
-1 & \quad 0 & \quad -1 & \quad 0 & \quad +7 & \quad 0 & \quad -1 & \quad 0 & \quad -1
\end{align*}
\]  
\tag{2-12}

Figure 2-6 shows the normalized transmitted and recombined waveforms. Figure 2-7 shows the proposed system block diagram.

As a point of interest, by definition, the total number of bits cannot be an even amount. If there were an even number of bits, the recombined waveform of Figure 2-1 would not be realizable.

In general, the phase code is as follows:

\[
\begin{align*}
a_1a_1 & \quad a_1a_2 & \quad a_1a_3 & \quad a_1a_4 & \quad a_1a_5 & \quad \ldots & \quad a_1a_m & \quad \ldots & \quad a_1a_N \\
a_2a_1 & \quad -a_2a_2 & \quad -a_2a_3 & \quad -a_2a_4 & \quad -a_2a_5 & \quad \ldots & \quad -a_2a_m & \quad \ldots & \quad -a_2a_N \\
a_3a_1 & \quad a_3a_2 & \quad a_3a_3 & \quad a_3a_4 & \quad a_3a_5 & \quad \ldots & \quad a_3a_m & \quad \ldots & \quad a_3a_N \\
\vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots \\
-1^{2m-a_1} & \quad -1^{2m-a_2} & \quad -1^{2m-a_3} & \quad \ldots & \quad -1^{2m-a_m} & \quad \ldots & \quad -1^{2m-a_N} \\
\vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots & \quad \vdots \\
a_Na_1 & \quad a_Na_2 & \quad \ldots & \quad a_Na_m & \quad \ldots & \quad a_Na_N
\end{align*}
\]  
\tag{2-13}
Figure 2-6 Normalized Transmitted and Recombined Waveforms
Figure 2-7 Proposed System Block Diagram
and the equalities are

\[ a_1 a_1 = 1 \]
\[ a_1 a_2 - a_2 a_1 = 0 \]
\[ a_1 a_3 - a_2 a_2 + a_3 a_1 = 1 \] \hspace{1cm} (2-14)
\[ a_1 a_4 - a_2 a_3 + a_3 a_2 - a_4 a_1 = 0 \]
\[ a_1 a_5 - a_2 a_4 + a_3 a_3 - a_4 a_2 + a_5 a_1 = 1 \]
\[ a_1 a_m - a_2 a_{m-1} + a_3 a_{m-2} - a_4 a_{m-3} + \cdots - a_m a_1 = 0 \] (for \( m \) as an even number)
\[ a_1 a_m - a_2 a_{m-1} + a_3 a_{m-2} - a_4 a_{m-3} + \cdots + a_m a_1 = 1 \] (for \( m \) as an odd number)
\[ a_1 a_m - a_2 a_{N-1} + a_3 a_{N-2} - a_4 a_{N-3} + \cdots + a_N a_1 \] = \( N \)

From these general relations, the following equations can be derived:

\[ \sum_{m=1}^{2n-1} -(-1)^{2m} a_m a_{2n-m} = 1 \] \hspace{1cm} (2-15)
\[ \sum_{m=1}^{N} -(-1)^{2m} a_m a_{N-m+1} = N \] \hspace{1cm} (2-16)
\[ \sum_{m=1}^{2n} -(-1)^{2m} a_m a_{2n-m+1} = 0 \] \hspace{1cm} (2-17)
III

DOPPLER DISPERSION EFFECT

Assume a target moving at a velocity \( v \) relative to the receiving array. Then, from geometric analysis, the resultant doppler shift \( \Delta f \) will be

\[
\Delta f = \frac{v}{c} f_c
\]  \hspace{1cm} (3-1)

where \( f_c \) is the transmitted frequency and \( c \) is the speed of sound propagation in water.

The effective phase change \( \Delta \phi \) in degrees will be

\[
\Delta \phi = 360(\Delta f)t
\]  \hspace{1cm} (3-2)

where \( t \) is the bit width.

It should be noted at this time that \( \Delta \phi \) is the phase difference between consecutive bits which is progressive as the bit position increases.

In Figure 3-1, the resultant effective amplitude is shown for an \( N \) bit code where the effective doppler phase shift is \( \phi \). It can be seen from Figure 3-1 that \( A \) (the effective combined amplitude) will be equal to the root of the sum of the squares of the sums of the sides, i.e.,

\[
A^2 = (\sin \phi + \sin 2\phi + \ldots + \sin N\phi)^2 + (\cos \phi + \cos 2\phi + \ldots + \cos N\phi)^2
\]
Figure 3-1 Phasor Diagram Showing Relative Bit Positions
Referenced to Zero Doppler Shift.
which in sigma notation is,

\[ A^2 = \left( \sum_{m=1}^{N} \sin m\phi \right)^2 + \left( \sum_{m=1}^{N} \cos m\phi \right)^2 \quad (3-3) \]

Then, performing the square and recognizing similarities,

\[ A^2 = \sum_{m=1}^{N} \sum_{n=1}^{N} [\sin m\phi \sin n\phi + \cos m\phi \cos n\phi] \quad (3-4) \]

Applying a trigonometric product identity,

\[ A^2 = \sum_{m=1}^{N} \sum_{n=1}^{N} \cos(m-n)\phi \quad (3-5) \]

Now, expanding into the individual terms,

\[ A^2 = \cos(N-1)\phi + \cos(N-2)\phi + \ldots + \cos(\phi) + 1 \]
\[ + \cos(N-2)\phi + \cos(N-3)\phi + \ldots + 1 + \cos(-\phi) \]
\[ + \ldots + 1 + \cos(-\phi) + \cos(-2\phi) + \ldots + \cos(2-N)\phi + \cos(1-N)\phi \quad (3-6) \]

which unites into

\[ A^2 = N + 2 \cos(N-1)\phi + 4 \cos(N-2)\phi + \ldots + (2m)\cos(N-m)\phi + \ldots \]
\[ + 2(N-2)\cos(2\phi) + 2(N-1)\cos \phi \quad (3-7) \]
Finally, in sigma notation,

\[ A^2 = N + \sum_{m=1}^{N-1} (2m) \cos(N-m) \phi = N + 2 \sum_{m=1}^{N-1} (N-m) \cos(m\phi) \quad (3-8) \]

Figures 3-2, 3-3, and 3-4 show the amplitude dependence upon phase for the 7-, 11-, and 13-bit codes, respectively.

Due to the fact that equation 3-8 is an even function, it is symmetrical about the Y axis in rectangular coordinates or the 0°-180° axis in polar coordinates.

**Practical Example of the Doppler Dispersion Effect**

Given: \( f = 10,000 \) Hz

\( t = 1 \) millisecond

\( c = 5000 \) feet/second

Find the velocity at which the received signal strength has decreased 3db from doppler effects alone.

From equations 3-1 and 3-2,

\[ v = \frac{(\Delta \phi)(c)}{(360)(f)(t)} \quad (3-9) \]

From Figure 3-2, the 3db point is at 23°. Therefore, for the 7-bit code,

\[ v = \frac{(23)(5000)}{(360)(10^4)(10^{-3})} \]

\[ v = 31.94 \text{ ft/sec} \approx 18.9 \text{ knots} \]

From Figure 3-3, the 3db point is at 14.5°. Therefore, for the 11-bit code,

\[ v = 20.15 \text{ ft/sec} \approx 11.9 \text{ knots} \]
From Figure 3-4, the 3db point is at 12.5°. Therefore, for the 13-bit code,

\[ v = 17.40 \text{ ft/sec} \approx 10.3 \text{ knots} \]

As would be expected, the doppler effect does increase with increasing bits, given a fixed bit width.

It can be seen from this example that the reconstructed pulse will be seriously degraded at speeds above ten knots. A more judicious selection of operational parameters would produce an output less sensitive to doppler effects. For example, if the transmitting frequency were chosen to be 1000 Hz instead of 10 KHz, the three 3db velocities would be 189 knots, 119 knots, and 103 knots, respectively.

From equation 3-9 and Figures 3-1, 3-2, and 3-3, and the choice of maximum expected target speed, a fixed frequency-pulse duration product can be determined for satisfactory system performance.
IV
SIDELOBE ELIMINATION

The FM side lobes can be eliminated by the use of special weighting filters as outlined by J. E. Chin and C. E. Cook. These weighting filters are quite sophisticated in design and nature. Due to this sophistication, the weighting filter in most cases will reflect a large portion of the receiver cost.

Unlike the FM side lobes, the Phase-Coded side lobes have special characteristics: equal amplitude, same phase, and finite number of lobes. These characteristics allow for side lobe elimination by the use of a pre-limiter and limiting subtractor.

A block diagram of the Phase-Coded system, including the side lobe eliminator, is shown in Figure 4-1. Figure 4-2 shows the logic of the limiting subtractor.

The side lobes of a strong echo will cause the main lobe of a weaker echo to have ambiguous range information. It is the purpose of the side lobe eliminator to provide unambiguous range information for both strong and weak echos.

Another point of interest is that incorporation of a Phase-Coded system or FM system automatically provides an ECM \(^1\) (Electronic Counter-Countermeasures) capability. The Phase-Coded system with its associated side lobe eliminator provides the additional capability of automatic system noise level (i.e., the average receiver output noise level remains constant). This would make the system compatible with any
future sonar signal processing equipment requiring constant misinformation rates.
Figure 4-1
Phase-Coded System Block Diagram
With Sideband Elimination
Figure 4-2 Logic Representation of the Limiting Subtractor
SIGNAL-TO-NOISE COMPARISONS

Comparison will be made on the basis of pre-limiting before decoding or reconstruction. This is done such that an optimum clipping level will be assumed rather than determined. To determine the optimum clipping level would be a duplication of efforts already performed\(^5\) in the field of noise analysis.

From C. E. Cook\(^4\), the FM signal-to-noise ratio is equal to the square root of the product of the FM bandwidth and the transmitted pulse width,

\[
\frac{S}{N} = (BWT)^{\frac{1}{2}}
\]  

(5-1)

The reconstructed amplitude of the Phase-Coded-pulse will be equal to the number of bits (N). (See equation 3-8 when $\phi = 0^\circ$.) From Figures 1-2 and 2-1, it is seen that

\[
N = BWT
\]  

(5-2)

At first glance one would suspect that the pulse code method has a S/N ratio $\sqrt{N}$ times greater. However, due to the method of recombination, the effective noise level will increase by a factor of $\sqrt{N}$. It is stated by F. M. Reza\(^6\) that for any randomly varying noise signal, the summation of such will yield an expected output value equal to the square root of the sum of their means squared, i.e.,

\[
E(\text{Noise}) = (\sigma_1^2 + \sigma_2^2 + \sigma_3^2 + \ldots + \sigma_n^2)^{\frac{1}{2}}
\]  

(5-3)
Note that we are taking a randomly varying signal whose correlation is zero everywhere except at \((t=0)\), and summing it at \(N\) different time intervals with no increase or decrease in expected amplitude. Therefore,
\[
\sigma_1 = \sigma_2 = \ldots = \sigma_N \quad (5-4)
\]
and from equation 5-3,
\[
E(N) = \sqrt{N \sigma_1^2} = \sqrt{N \sigma_N} \quad (5-5)
\]

The actual signal-to-noise ratio of the decoded pulse-coded signal is:
\[
\frac{S}{N_{PC}} = \frac{N}{\sqrt{N\sigma_N}} = \frac{\sqrt{N}}{\sigma_N} \quad (5-6)
\]

From equations 5-1, 5-2 and 5-6, it seems that
\[
\frac{S}{N_{PC}} = \frac{\sqrt{N}}{\sigma_N} = \frac{\sqrt{BWT}}{\sigma_N} = \frac{S}{N_{FM}} \quad (5-7)
\]

Due to the pre-limiting, the \(S/N\) ratios are also a comparison of maximum output signal level to Minimum Detectable Signal (MDS) level.

It should be noted at this time that with sidelobe elimination, both FM and PC signal-to-noise ratios will decrease. According to C. E. Cook,\(^7\) the FM signal to noise will decrease by a factor of less than 1db. The PC signal-to-noise ratio will decrease by a factor of \(\frac{1}{N}\) due to the subtraction of one-bit amplitude.

*For 7 bits, the \(S/N\) decrease is 1.33 db; for 11 bits, the \(S/N\) decrease is 0.83 db; and for 13 bits, the \(S/N\) decrease is 0.69 db.
VI
CONCLUSIONS

The following conclusions can be drawn from this investigation:

A Phase-Coded compressible pulse can be generated by the use of equations 2-15, 2-16, and 2-17, set forth in Chapter II. This Phase-Coded waveform, after being generated, may be recombined such that its amplitude is increased by the same factor that its width is decreased. As explained in the introduction, this new, reconstructed waveform provides finer range resolution for systems previously incorporating transmitted pulses which were the width of the Phase-Coded transmitted pulse. It is also shown that for systems incorporating transmitted pulses which were the width of the Phase-Coded recombined pulse, an increased range capability evolves.

The Phase-Coded method can be seriously affected by doppler dispersion if the proper choice of operating parameters is not made. However, equation 3-1 in Chapter III allows a rapid check to be made on what the half-power doppler velocities will be. When a definite bit width is chosen, and the maximum tolerable velocity is determined, then the designer need only keep the (operation frequency)-(bit width) product from exceeding a design maximum.

Sidelobe generation is a by-product of both the FM pulse compression technique and the Phase-Coded pulse compression technique. However, the sidelobes can be eliminated
by processes peculiar to each method. The Phase-Coded side-lobe elimination method is a less involved process than that of the FM method (which requires elaborate weighting filters).

The signal-to-noise ratios for FM and PC compression were found to be the same as would be obtained from an energy standpoint. This equality could not have been assumed due to the unorthodox nature of the PC method. The comparison had to be made in order to insure that the sidelobes do not contain an excess of the information.

Original work by the author involved developing the general equations for determining the code logic in Chapter III, providing the overall Phase-Coded system block diagram, developing an equation to show the effects of doppler dispersion, providing a scheme for sidelobe elimination thus eliminating range ambiguities, and developing Phase-Coded relationships for a signal-to-noise ratio comparison.


Medium Power Transducer
Massa Model TR-55A

The Model TR-55A was developed for use as a transponder for deep water oceanographic applications operating over the frequency range of 9.5 kHz to 12 kHz as a transmitter and at 16 kHz as a receiver.

The TR-55A transducer employs the use of lead zirconate ceramic as the active acoustic element contained within a castor oil filled cylindrical butyl boot, hemispherical at one end and attached to an aluminum mounting flange at the other end. High pressure electrical feed-throughs are mounted in the flange through which connection is made to the ceramic element.

A choke is supplied with taps for operation at 9.5, 10, 10.5, 11, 11.5 and 12 kHz. A separate winding is provided to shunt tune the transducer at 16 kHz. When the choke is used, the power input is limited to 30 watts cw or pulsed. The TR-55A alone can be operated to 800 watts input cw.

The TR-55A is designed to mount as a cap on one end of a 7" diameter pipe. The transducer will operate to hydrostatic pressures of 10,000 psi.

Attachments:
- SK-6179 Transmitting and Receiving Response
- SK-6180 Vertical Directional Response Frequency 9.5 kHz
- SK-6181 Vertical Directional Response Frequency 12 kHz
- SK-6182 Vertical Directional Response Frequency 16 kHz
- SK-6178 Horizontal Directional Pattern
- SK-6177 Linearity
- SK-6184 Nominal Series Impedance
- C-30915 Outline of Transducer
- B-21527 Outline Tuning Coil
18 I=I+1
    GO TO (28,28,40),I
28 FUNCH 30
    GO TO 19
21 IF(ADDED-11.)2,23,20
23 PARU=PARU+COLL(IFMT,THE3)
    GO TO 2
11 FUNCH 4,AB,THE3
    GO TO 15
40 CONTINUE
    CALL EXIT
END

PROGRAM FOR NORMALIZED PLOT

500032007013600032007024902402511963611300102 MONITOR COLD START

Z3705 5
Z3705X52
20 FORMAT(6X,F8.4,3X,F5.0,3X,F8.4,3X,F5.0,3X,F8.4,3X,F5.0,3X,F8.4,13X,F5.0)
41 FORMAT(6X,F8.4,3X,F5.0)
! ADDED=7.
1 DO21 I=1,45,1
      AB=AB/ADDED
      AC=AC/ADDED
      AD=AD/ADDED
      AE=AE/ADDED
      READ41,AB,THE1
      AB=AB/ADDED
      FUNCH41,AB,THE1
      IF(ADDED-13.)11,40,20
11 IF(ADDED-11.)16,17,17
16 ADDED=11.
    GO TO 1
17 ADDED=13.
    GO TO 1
40 CONTINUE
    CALL EXIT
END
7-LET CHECK POINTS

\[
A = \sqrt{\frac{N+2}{\sum_{k=1}^{N-1} (N-k) \cos \frac{k\pi}{N}}}
\]

Let \(N=7\) and \(\beta=\frac{\pi}{6}\)

\[
A = \sqrt{X}
\]

\[
K = 7 + 2 \left( 6 \cos 5^\circ + 5 \cos 10^\circ + 4 \cos 15^\circ + 3 \cos 20^\circ \\
+ 2 \cos 25^\circ + \cos 30^\circ \right)
\]

\[
\cos 5^\circ = 0.99969 \\
\cos 10^\circ = 0.99451 \\
\cos 15^\circ = 0.96593 \\
\cos 20^\circ = 0.93969 \\
\cos 25^\circ = 0.90631 \\
\cos 30^\circ = 0.86603 \\
\]

\[
\sum_{k=1}^{6} \cos \frac{k\pi}{7} = \frac{20.26263}{2} = 10.13131
\]

\[
K = 47.52526
\]

\[
A = \sqrt{X} = 6.89386
\]
11-BIT CHECK POINTS

\[ A = \sqrt{11 + 2 \sum_{m=1}^{N-1} (N-m) \cos m\phi} \]

Let \( N = 11 \) and \( \phi = 5^\circ \)

\[ A = K \]

\[ K = 11 + 2 \left( 10\cos 5^\circ + 9\cos 10^\circ + 8\cos 15^\circ + 7\cos 20^\circ \\
+ 6\cos 25^\circ + 5\cos 30^\circ + 4\cos 35^\circ + 3\cos 40^\circ \\
+ 2\cos 45^\circ + \cos 50^\circ \right) \]

\[
\begin{array}{c c c}
\cos 5^\circ &=& .99619 \\
\cos 10^\circ &=& .98481 \\
\cos 15^\circ &=& .96593 \\
\cos 20^\circ &=& .93969 \\
\cos 25^\circ &=& .90631 \\
\cos 30^\circ &=& .86603 \\
\cos 35^\circ &=& .81915 \\
\cos 40^\circ &=& .76604 \\
\cos 45^\circ &=& .70711 \\
\cos 50^\circ &=& .64279 \\
\end{array}
\]

\[
\begin{array}{c c c}
10\cos 5^\circ &=& 9.96190 \\
9\cos 10^\circ &=& 8.86329 \\
8\cos 15^\circ &=& 7.72444 \\
7\cos 20^\circ &=& 6.57783 \\
6\cos 25^\circ &=& 5.43736 \\
5\cos 30^\circ &=& 4.33015 \\
4\cos 35^\circ &=& 3.27660 \\
3\cos 40^\circ &=& 2.29812 \\
2\cos 45^\circ &=& 1.41422 \\
\cos 50^\circ &=& 0.64279 \\
\end{array}
\]

\[
\begin{array}{c c c}
50.53020 \\
\times 2 \\
101.06040 \\
+ 11.00000 \\
K &=& 112.06040 \\
\end{array}
\]

\[ A = \sqrt{K} = 10.5858 \]
13 BIT CHECK POINTS

\[ A = \sqrt{N + 2 \sum_{m=1}^{N-1} (N-m) \cos m\phi} \]

<table>
<thead>
<tr>
<th>( \phi )</th>
<th>( A )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0°</td>
<td>13</td>
</tr>
<tr>
<td>5°</td>
<td>12.3179</td>
</tr>
</tbody>
</table>

Let \( N = 13 \) and \( \phi = 5° \)

\[
A = K
\]

\[
K = 13 + 2(12\cos 5° + 11\cos 10° + 10\cos 15° + 9\cos 20° + 8\cos 25° + 7\cos 30° + 6\cos 35° + 5\cos 40° + 4\cos 45° + 3\cos 50° + 2\cos 55° + \cos 60°)
\]

<table>
<thead>
<tr>
<th>( \cos \theta )</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \cos 5° )</td>
<td>11.95428</td>
</tr>
<tr>
<td>( \cos 10° )</td>
<td>-10.83291</td>
</tr>
<tr>
<td>( \cos 15° )</td>
<td>9.65930</td>
</tr>
<tr>
<td>( \cos 20° )</td>
<td>8.45721</td>
</tr>
<tr>
<td>( \cos 25° )</td>
<td>7.25048</td>
</tr>
<tr>
<td>( \cos 30° )</td>
<td>6.06221</td>
</tr>
<tr>
<td>( \cos 35° )</td>
<td>4.91490</td>
</tr>
<tr>
<td>( \cos 40° )</td>
<td>3.83020</td>
</tr>
<tr>
<td>( \cos 45° )</td>
<td>2.82844</td>
</tr>
<tr>
<td>( \cos 50° )</td>
<td>1.92837</td>
</tr>
<tr>
<td>( \cos 55° )</td>
<td>1.14719</td>
</tr>
<tr>
<td>( \cos 60° )</td>
<td>0.50000</td>
</tr>
</tbody>
</table>

\[
\sum \cos \theta \approx 69.36546 \times 2 = 138.73092
\]

\[
K = 138.73092 + 13.00000 = 151.73092
\]

\[ A = \sqrt{K} = 12.31791 \]