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44 Splits the distribution based on the value of I.

In the true branch:
6(121) *8(i=3) *6(3<n) "8(3=1) "E£(b)) "E(b,) **"E(by) .
In the false branch:
8(i<1) "6 (1=3) "8 (3<n) "8 (5=1) "£ (b)) "£(by) " "E(by) .

5 Finally things get interesting! This is the first test
involving the data itself. This statement splits the
joint p.d.f. on the basis of the values of B(I) and
B(I+1).

In the true branch:
6(i21)'6(i=j)'6(j<n)'6(j=l)‘6(b1>b2)‘f(bl)'f(bz)"‘f(bﬁ).

In the false branch:
6(i21)'6(i=j)'6(j<n)‘6(j=1)'6(b22b1)'f(bl)'f(bz)"'f(bN).

6 This EXCHANGEs the values of b2 and b1

6(i31)'6(i=j)'6(j<n)°6(j=1)'6(b2>b1)'f(b2)°f(bl)"'f(bN).

7 At the join for the if statement we have

0(i>1) "8 (i=9) "8 (3¢<n) " (5=1)"
{6(b2>bl)+6(b22bl)}'f(bl)'f(bz)"‘f(bN).
It is now that we -can see the significance of our
choice of initial joint p.d.f. which is symmetric with
respect to the exchange of variable indicies.
At this point we must decide whether the probability
that bi=bj is going to be significant, or not. If we choose
to deal with continuous distributions, then this probability

is zero. Likewise, if we say that the discrete elements are

distinct we have the same thing. We will do this so that we
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The EXCHANGE in the true branch yields:

8 (i=3-1) "0 (3<n) "6 (5=2)

2°{8(b,>b ) "B(by>b,) B (by>b ) “£(b)) "E(b,) " £(by)

8 (1=3-1) *8 (j<n) "6 (3=2)
2°{8(b;>b,) "0(by>b )} E(b ) "E(by) " "£(by)
At the join we have:
0 (1=3-1) "8 (3<n) "0 (3=2)
2°{3°0(b;2b,) *B(b,2b )}t b)) "£(by) " E(by)
Sets I to zero in this case, and the next call of INNER
returns this joint p.d.f.
§(1=0) "8 (3<n) "8 (3=2) "
2’{3‘6(b32b2)'6(b22b1)}‘f 51) "£(b,y) "* £ (by)
to OUTER at statement 9a.

This suggests the induction hypothesis that if you give

INNER, at its call from OUTER, the distribution

§(i=3) "0 (3¢n) "8 (5=k) *

kt*d(b,>b, )" 0(b,2b )"t b)) £(b,) " E(by)

k-1

it returns the distribution

§(i=0) 8 (5<n) "8 (5=x) "

(k+1)!'6(bk+lzbk)"'6(b22bl)'f(bl)'f(bz)"'f(bN)

This can be shown to be true in a straight-forward, if

somewhat tedious, manner.

OUTER's "loop-stopper"™ releases this joint p.d.f. when

J=N and we have the result:

0(1=0) "8 (3=N) "N1 "8 (by2by_1) " B(by2b )"

N-1’
£(b)) "£(b,) " £(by)
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This is precisely the proper answer which is usually derived
using combinatorial arguments [12]. It may.be easier to
implement this method of analysis, even though it requires
an induction proof solver, than to automate the rules of
combinatorial arguments and proofs. It should also be noted
that at every step of the way we had a precise expression
for the performance of the program. The marg: al p.d.f. for
any program variable gives the probability that the variable
will take on a pafticular value,

Once the analysis of the bare algorithm is complete, an
analysis for any particular aspect can be done by instru-
menting the algorithm. It is easy to show that this
algorithm requires exactly (N2~N) comparisons between the
elements, which is twice as many as the "improved" version

of the algorithm.
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