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\textbf{ABSTRACT}

Surface currents in Korean coastal regions were obtained using the maximum cross-correlation method applied to hourly suspended particulate matter images from the Geostationary Ocean Color Imager. Preliminary current vectors were filtered out by applying a series of quality-control procedures. The current vectors resulting from the tests were compared with the currents from a numerical model with tide and wind field. It was found that the estimated currents were more similarly to the currents caused by both tide and wind. A high degree of discrepancy was detected in regions of strong tidal currents, where the fundamental assumption of horizontal movement was limited due to the dominant vertical tidal mixing in the shallow region. The hourly rotations of the current vectors within a day were clarified by a comparison of the time-varying orientation angles of tidal ellipses. This study emphasized how to understand the short-term surface flows from hourly high-resolution geostationary satellite images.

\textbf{1. Introduction}

A great deal of effort has long been expended in the past to derive surface currents from successive pairs of satellite-derived sea surface temperature (SST) images using a maximum cross-correlation method (MCC) or an inverse method with regard to a temperature conservation equation (e.g. Leese, Novak, and Clark 1971; Ninnis, Emery, and Collins 1986; Emery et al. 1986; Kelly 1989; Tokmakian, Strub, and McClean-Padman 1990; Bowen et al. 2002; Zavalov et al. 2002). Matthews and Emery (2009) estimated currents off the California coast from brightness temperature images instead of SST images to avoid problems associated with noise amplification caused by the SST algorithm. More recently, multi-satellite variables from optical remote-sensing data, such as chlorophyll-\textit{a} concentration data or suspended particulate matter (SPM) data, have been utilized to...
determine oceanic currents using these methods. Combining current retrievals from Advanced Very High-Resolution Radiometer thermal data and Sea-viewing Wide Field-of-view Sensor ocean colour imagery has been shown to provide improved spatial coverage (Crocker et al. 2007).

The launch of the first geostationary satellite for ocean colour (GOCI, the Geostationary Ocean Color Imager) and the hourly imagery produced from this data stream has recently provided the capability for obtaining surface currents on timescales (hours) that were unattainable with prior polar orbiter observations. Studies of oceanic currents using high temporal resolution GOCI variables have been performed using either the normalized MCC approach or the cosine similarity method (Choi et al. 2013; Yang et al. 2014), the latter of which is fundamentally identical to the MCC method but excluding the removal of the mean value.

The MCC method itself is robust to an ideal field; however, serious problems and significant limitations arise when applied to actual satellite data. The MCC method is known to be deficient when used to detect surface current vectors around a mesoscale eddy in which the current is predominantly along isotherms. Many attempts to overcome this type of limitation, related to rotation and deformation, have been conducted by adopting a rotating coordinate system around the eddy with the MCC method (Kamachi 1989). This study addresses some of the problems which arise when obtaining ocean surface velocities from a pair of sequential GOCI images over a short period of time.

GOCI has been used to observe wide sea areas around Korea since June 2010. The Yellow Sea is characterized by high turbid water, especially along the southwestern coast of Korea, as shown in Figure 1. This turbid water is well known to be induced by strong tidal currents at the coastal region due to its shallow bathymetry (Lee et al. 1987; Lee and Chough 1989). A significant amount of land-derived materials flows into the shelf from rivers in the East Asian region and is dispersed in the form of SPM by the strong tidal currents. Such SPM distributions from satellite ocean colour images are readily detected along the western coastal regions of Korea.

Figure 1. (a) Currents around Korea and (b) study area, where the blue colours represent the water depths, the red dots are the locations of the tidal gauge stations.
SPM (or total suspended matter) has been recognized as an important oceanic variable due to its significant role in our understanding of the spatial and temporal variation of currents, circulation, water clarity, contaminants, and nutrients (Martin and Meybeck 1979; Findlay, Pace, and Lints 1991; D’Sa, Miller, and McKee 2007). Tracing changes in the spatial distribution of SPM makes it possible to identify water flows and the transport of organic carbon (Yiğiterhan, Murray, and Tuğrul 2011). In the study region, the SPM concentration has played an important role in our understanding of oceanic currents, including tidal currents and other physical–biological processes.

The study region in Figure 1(b) exhibits seasonally dependent weak coastal currents along the coastal boundary and the westward flowing Jeju warm current through the Jeju Strait. The coastline and bathymetry are spatially complex such that the currents, which are dominated by tides (Moon, Hirose, and Yoon 2009), tend to be highly spatially variable as well. Satellite-derived SPM imagery at the high spatial resolution provided by GOCI is thus valuable if these data can be used to reliably estimate surface currents and their spatial variability in the region. A key issue with respect to the estimation of currents using the MCC method is the methodology with which to screen out noisy current vectors. The objectives of this study are (1) to estimate surface currents from GOCI SPM data using the MCC method, (2) to develop and test a quality-control procedure to eliminate unreliable current vectors, (3) to compare the retrieved current vectors with tide and wind-induced currents from a numerical model, (4) to derive tidal ellipses and angular velocities from short-term satellite images, and (5) to present the characteristics and potential causes of the differences between the derived and the simulated current vectors.

2. Data and methods

2.1. Deriving surface currents from satellite SPM images

GOCI measurements offer the unprecedented advantage of oceanic optical observations with a temporal repetition period of one hour. This technology has brought new opportunities to those who investigate and quantify short-term variations at high spatial resolutions (about 500 m), as doing so has long been impossible with numerous near-polar orbiting satellites and many other types of geostationary satellites. GOCI can be used to measure radiance levels in the visible band and these can be used to estimate SPM concentrations and other optical oceanic variables at hourly intervals.

Clear-sky images without any clouds over the entire region for a day are rarely obtainable due to the frequent movement of clouds as well as the formation of fog due to the abrupt changes in atmospheric and oceanic conditions in this region (Cho, Kim, and Kim 2000). There have been a small number of GOCI image pairs which cover the entire region. As one example of sufficient coverage for the derivation of surface currents, we selected GOCI SPM images for 8 hours from 9 a.m. to 4 p.m. on 28 April 2012. Figure 2 shows these hourly SPM images for the coastal region southwest of Korea and Jeju Island in the Yellow Sea, which is the area of interest for the purposes of this study. During the first 5 hours, clouds were relatively sparse and limited to the southern portion of the image around 34° N. However, from 2 p.m. to 4 p.m., clouds (as denoted by the white pixels in Figure 2) began to preclude the estimation of currents in the western part of the study region. SPM
concentrations range from relatively high values of 5 to 10 g m\(^{-3}\) or more in the coastal region to low values of about 1–4 g m\(^{-3}\) in the offshore region (Figure 2).

Several algorithms have been developed to quantify the total amounts of SPM in seawater using different sources of satellite data. For the GOCI data, the SPM concentration has been estimated using several algorithms using remote-sensing reflectances centred at approximately 555 nm or through multi-band observations at 490 or 670 nm as well as 555 nm (Moon et al. 2010; Choi et al. 2012). Because we are interested in the spatial movement of SPM over time, an algorithm which uses a single band was selected to avoid the potential problem of less spatial uniformity due to the use of multiband data. We retrieved the SPM concentrations using the GOCI Data Processing System (GDPS), as follows,

\[
SPM = 945.07 R_{rs}^{1.137},
\]

where \(R_{rs}\) is the remote-sensing reflectance in the 555 nm band (Moon et al. 2010).

To investigate the temporal movement of features in the SPM images, we identified SPM fronts using a gradient method. The frontal magnitude \(F\) was obtained from the magnitude of the two-dimensional SPM gradient vector, computed at each grid point of the GOCI data (Park et al. 2007): \(F = |\nabla \text{SPM}|\). The gradients were formulated with unweighted centred differences using four pixels surrounding the central pixel.

To estimate surface current vectors from hourly SPM images, we applied the well-known MCC method (Emery et al. 1986; Tokmakian, Strub, and McClean-Padman 1990; Bowen et al. 2002; Crocker et al. 2007). Because GOCI images are obtained every hour during the daytime, the SPM values in sequential images may vary due to advective currents as well as changes in the time-varying solar insolation or other in-water situations. Consequently, we normalized the images by subtracting the mean SPM within each window \((A, B)\) and then divided this by the standard deviation of the SPMs of \(A\) and \(B\) by calculating the MCC, as follows,

\[
\text{MCC} = \frac{1}{n} \sum_{i,j} \frac{(A(i,j) - \bar{A})(B(i,j) - \bar{B})}{\sigma_A \sigma_B},
\]
where $A$ and $B$ are submatrices consisting of SPM with a $23 \times 23$ window from upcoming and previous images with elapsed time of 1 hour, respectively; $n$ is the number of instances of $A$ or $B$; $\bar{A}$ and $\bar{B}$ are the corresponding averages of $A$ and $B$; and $\sigma_A$ and $\sigma_B$ are the respective standard deviations of $A$ and $B$ at the corresponding centre grids of $i$ and $j$.

The vector corresponding to the horizontal movement of SPM was assigned from the centre of the template window, $A$, to a location having a maximum value of the normalized cross-correlation within a $43 \times 43$ search window. The size of the search window was determined by our determination of the maximum magnitude of tidal currents and sea surface currents in this particular region, where tidal currents are much stronger than residual currents. The MCC method was applied to all pixels in sequential GOCI images captured in one day. Considering the spatial resolution of GOCI and time interval, the maximum and minimum speeds are estimated to 1.78 and 0.14 m s$^{-1}$, respectively. The lower limit of the estimated speed of 0.14 m s$^{-1}$ corresponds to the speed as a measure of the uncertainty related to the window sizes of MCC method.

For a given template window, there are likely many displacements yielding correlation coefficients ($r$) that are within the confidence limits of the maximum correlation. We estimated the confidence range by taking into consideration of degree of freedom of template window size based on the previous methods (Emery and Thomson 1998; Emery, Fowler, and Clayson 1992). As a result, the limit of the insignificant $r$ was very small by 0.088 within 95% confidence level.

### 2.2. Numerical model for surface current

The coastal area of the study region is well known for very strong tidal currents due to its shallow depth, complicated coastline, a number of small islands, and other factors. In the literature, there are no reports of dominant oceanic geostrophic or quasi-geostrophic current systems west of Korea in spring, except for the tidal currents in the study region. The mean surface current is likely to be negligible as compared with strong tidal currents during the study period. The Yellow Sea Warm Current, as a typical oceanic warm current in the Yellow Sea appearing in winter only, penetrates from south of Jeju Island to the northwest along a deep channel of the Yellow Sea; however, it deviates far west from the coastal zone (Chen et al. 1994; Ichikawa and Beardsley 2002). As another current system, the Jeju warm current with a speed of 0.05–0.4 m s$^{-1}$ appears strong along the northern coast of Jeju Island in the Jeju Strait (Lie et al. 2000; Lie et al. 2001). However, it appears mainly in summer, while the study period was in the spring. The non-tidal currents in the region depend on the season. Coastal currents west of Korea flow in different directions, i.e. southward in winter and northward in summer, due to different mechanisms (Naimie, Blain, and Lynch 2001). Researchers have not examined the coastal current in April, i.e. during the study period.

Therefore, we used tidal and wind-induced current vectors from a numerical model to compare with currents estimated from satellite data. To simulate the tidal currents, a 3D finite-element numerical tide model, the Semi-implicit Eulerian–Lagrangian Finite Element, was applied to a broad region covering the entire Yellow Sea and the East China Sea. The model was forced with tidal constituents of periods less than a month at the open boundaries (Byun and Cho 2009). The model has variable grid spacing with
very small elements (0.1117 m) near the coast and moderately sized elements (11.17 km in maximum) in the offshore region. Surface current vectors from the numerical model with atmospheric input, such as air pressure and near-surface wind field, were interpolated onto 500 × 500 m GOCI grids for comparison with the currents estimated from SPM data. As atmospheric forcing, wind data and air pressure of Global Data Assimilation and Prediction System of Korea Meteorological Administration were given into the numerical model (Park and Hong 2007).

To validate the model simulation of tide and surface currents, hourly surface elevation data measured by tide gauges were obtained from seven locations near Jeju Island (red dots in Figure 1(b)). Harmonic analysis was performed on the observations and on model surface elevation at these locations, and the reconstructed tidal signals were compared. The overall RMS tidal surface elevation difference, averaged over the seven stations, was 0.198 m. We use this value and scaling arguments, described below, to characterize the uncertainty in model currents. Assuming frictionless non-rotating tidal dynamics, the momentum balance \( \frac{\partial u}{\partial t} = -g \frac{\partial \eta}{\partial x} \) is scaled using the RMS elevation difference (\( \eta_{\text{RMS}} \)) and the unknown velocity RMS difference (\( U_{\text{RMS}} \)) as the elevation and velocity scales, the tidal period (\( T \)) as the timescale, and the tidal wavelength (\( \lambda \)) as the length scale to get \( U_{\text{RMS}} \approx \frac{g \eta_{\text{RMS}} T}{\lambda} \), which can be combined with the expression for the shallow water wave phase speed \( c = \frac{\lambda}{T} = \sqrt{gH} \) to obtain \( u_{\text{RMS}} = \left( \frac{g}{H} \right)^{0.5} \eta_{\text{RMS}} \), where \( H \) is the water depth and \( g \) is the gravitational acceleration (9.8 m \( \text{s}^{-1} \)). Using \( \eta_{\text{RMS}} = 0.198 \text{m} \) and \( H = 100 \text{ m} \) gives \( u_{\text{RMS}} = 0.062 \text{ m s}^{-1} \) as a measure of the model tidal current uncertainty.

2.3. Validation of satellite-derived surface currents

We obtained mean currents in the study region from the climatological database of global near-surface currents from the drifter programme of the Atlantic Oceanographic and Meteorological Laboratory (AOML) of the National Oceanic and Atmospheric Administration. This database contains the annual mean vectors of the near-surface currents as calculated from satellite-tracked drifters on a 0.5°×0.5° grid (Lumpkin and Johnson 2013). We also used in-situ data from a surface drifter passing eastward through the Jeju Strait between Jeju Island and the southern coast of Korea from 1 to 10 April 2011, corresponding to the same month of the study period.

The similarities of the satellite-derived currents and the model tidal currents were quantified by comparing the tidal ellipse parameters of the two current products. Based on the method developed by Park, Woo, and Ryu (2012), an elliptic equation was applied to the periphery of the current vectors to determine the lengths of the major and minor axes, the degree of eccentricity, and the tilting angle of the tidal ellipse.

3. Results

3.1. Spatial shift of SPM fronts

The sequential GOCI images in Figure 2 depict the spatial movements of SPM over time, particularly at pixels with large horizontal gradients in SPM. To demonstrate the movements clearly, we estimated the spatial gradients of the SPM concentrations and used
this magnitude for the SPM frontal values. The frontal values were 0.2 g m$^{-3}$ km$^{-1}$ or higher (Figure 3(a,b)), but the spatial movements were difficult to discriminate in only the frontal images. For a better visualization of the spatial structure, SPM fronts were defined as places with high frontal gradient values greater than 0.1 g m$^{-3}$ km$^{-1}$, as shown in Figure 3(c,d). For each SPM gradient image, a binary image was created whereby frontal and non-frontal pixels were labelled with 1 and 0, respectively. The subtraction of two successive binary images (e.g. Figure 3(d) minus Figure 3(c)) results in an image in which pixel values of 1 indicate frontal pixels in the second image that were not fronts in the first, and values of -1 indicate frontal pixels in the first image that were not fronts in the second. The difference image (Figure 3(e)) shows bands of ±1, which can be used to infer the horizontal shift of the SPM fronts (from the blue pixels towards the red pixels in Figure 3(e)). The consistent shift of the SPM fronts, generally to the south, suggested spatial movement of the SPM due to the effect of surface currents. For

**Figure 3.** Spatial distribution of SPM fronts at (a) 1 p.m. and (b) 2 p.m., (c) and (d) enlarged features from (a) and (b) when applying a threshold for SPM fronts, (e) difference between (c) and (d) representing the movement of SPM fronts to the southwest, and (f) tidal current vectors at 1 p.m. from the numerical tidal model.
comparison, tidal currents from the numerical model over the period 1–2 p.m., corresponding to Figure 3(a,b), are generally southward, suggesting that the observed frontal displacements are largely due to advection by tidal currents.

3.2. Quality control of the estimated current

Many current vectors estimated using the MCC method are clearly inaccurate in terms of either the magnitude or direction. Therefore, it is necessary to develop a procedure for such erroneous vectors to be objectively screened out through a quality-control procedure.

First, we applied a threshold to the $r (<0.7)$ between pattern windows and search windows in sequential SPM images in order to reject statistically insignificant current vectors, as shown in the flow diagram in Figure 4. The second criterion was the $p$-value associated with the maximum $r$ between the two windows. Windows for which the $r$ had high $p$ values (>0.05) were excluded from further processing.

Next, we used a rejection scheme based on spatial uniformity of the current speeds with the standard deviation ($\sigma, >0.4$) within a window of $15 \times 15$. Because we are interested in a mesoscale current field, a relatively large window was applied. The $\sigma$ normalized to a mean value ($\mu$), $\sigma \mu^{-1}$, was then considered. When we applied a normalized threshold of 0.8, the overall current vectors with higher spatial randomness than those in the neighbouring fields were adequately eliminated. The spatial uniformity of the derived current vectors was also tested by implementing a criterion of a high randomness of angle (>20°) to reject poor vectors. Finally, we applied a Gaussian filter over wind vectors within a $3 \times 3$ window to reduce the random velocity field.

Figure 5(h–n) show the currents passing the above quality-control procedure in comparison to the unscreened current vectors in Figure 5(a–g). Erroneous MCC vectors with random current directions appeared mainly over the southern regions (<34° N) where SPM is very low (less than 1 g m$^{-3}$). After the application of the quality-control procedure, most of the erroneous vectors disappeared, as shown in Figure 5(h–n).

3.3. Comparison with numerical model currents

The accuracies of the retrieved surface currents were assessed in comparison with the tidal currents from the numerical model. The currents were derived at every grid point (997 × 1332) of sequential GOCI images and were compared with model tidal currents interpolated to the GOCI grid. Figure 6(a) presents a comparison of the binned averages of eastward MCC speeds ($u_{MCC}$) with those of the tidal currents ($u_{Model}$), where the error bars represent the standard deviations of the eastward component of MCC speeds within each current speed bin. Both of the eastward and northward components of the MCC current vectors show a good relationship with the tidal current (Figure 6(b)).

Figure 6(c) shows a comparison of the binned averages of MCC speeds ($U_{MCC}$) with those of the tidal currents ($U_{Model}$). The estimated current speeds show a linear relationship with the model currents in the range of 0.30–0.60 m s$^{-1}$ with a $r$ of about 0.86 ($p = 1.35e^{-15}$ within a 95% confidence interval). However, the current retrievals exhibited a considerable positive bias in the low range (tidal currents
In this range, bin-averaged MCC current speeds were approximately constant at about 0.2 m s$^{-1}$. This might be originated from the positive mean speeds by deriving absolute values of current vectors, from the effect of oceanic mean currents, or from other error sources. In the high tidal current range of 0.6–1.2 m s$^{-1}$, MCC current speeds were significantly low in comparison to the model tidal currents. The large error bars in Figure 6(c) are attributed to the small number of matchup points. The inverse relationship apparent in Figure 6(c) for model currents greater than 0.6 m s$^{-1}$ suggests that as the tidal currents increased, the MCC currents tended to decrease. This will be discussed further by examining the tidal frontal zone in the following section.

In contrast to the discrepancies in current speed, the directions of the estimated current vectors in Figure 6(d) were in good agreement with those of the tidal currents with a remarkable linear relationship with a slope of 1.095 ($r = 0.99, p < 10^{-20}$ within a
95% confidence interval). This implies that the directions of the estimated currents were properly determined in spite of the poor estimation of the tidal current speeds in the high current regimes (Figure 6(d)).

3.4. Ellipses from time-varying current vectors and tilting angles

Considering that the study region is well known for its strong tidal currents, the time-varying tidal current vectors showed conspicuous ellipses, as shown in Figure 7(a). The tidal ellipse orientation ranged widely from 0° to 180° over the study region. The initial vectors, marked by the black arrow, rotated clockwise or counterclockwise with time, as

Figure 5. Spatial distribution of the estimated current vectors over a mean SPM image from 9 a.m. to 4 p.m. Figure parts (a)–(g) before and (h)–(n) after the quality-control process, where each SPM image is an average of two images with an hourly interval (subsampling 1/15).
indicated in the monotonically changing grey colours (Figure 7(a)). The shapes of the tidal ellipses were diverse, such as a nearly circular ellipse in the southwestern part, moderately elongated ellipses, or highly elongated ellipses composed of progressive and retrogressive movements (Figure 7(a)).

If the erroneous current vectors were properly filtered through the quality-control procedure, the estimated vectors would have an ellipse similarly to the tidal ellipse. To test this, a procedure similarly to that used with the tidal currents was applied to the hourly varying current vectors from satellite images. We estimated the orientation angles of the ellipse traced out by the estimated vectors, as denoted in the upper left corner of Figure 7(b), using the elements of the ellipse based on the method of Park, Woo, and Ryu (2012). Figure 7(b) shows a comparison between the orientation angles of the model tidal ellipses and those of the ellipses estimated from the hourly current vectors at every grid point. The orientation angles of the estimated currents were obtained from the eight available hourly satellite images, although this was somewhat insufficient to compose a full cycle of the semidiurnal tide. Regardless of the deficiency of the vectors for a complete ellipse, the estimated orientation angles showed a remarkable linear correlation to those of the tidal vectors with a high $r$ of nearly 0.939.
Thus, it is concluded that the directions of the SPM movements were statistically significant with respect to the direction of the dominant currents.

3.5. **Characteristics of the angular velocity of the current vectors**

If the MCC current vectors were satisfactorily filtered out through the quality-control procedure, the directions of the currents should be similar to those of major tidal currents over time under the condition of negligible mean current as mentioned earlier. The Ekman drift was evaluated to be small (0.03–0.05 m s$^{-1}$) according to our estimation; therefore, we disregarded the weak effects of wind field or other general oceanic currents in the comparison of the angular velocity and took the tide into consideration as a primary contributor to the estimated currents.

To calculate the rotational angular velocity of the tidal current vectors and the estimated current vectors, the differences at each grid were obtained by subtracting the angle of the tidal vectors of the first SPM image at 9 a.m. from that of the following hourly vectors. The temporal change rates of the current directions were then derived for the rotational angular velocity (° hour$^{-1}$) of the current vectors by means of linear least-squared fitting. There were two types of trends, cyclonic rotation and anticyclonic rotation, in the study region (Figure 8(a)). Most of the southwestern portion showed a clockwise rotation with negative values of about $-30°$ hour$^{-1}$, which corresponded to the semi-diurnal tide. This feature was reversed to anticlockwise rotation in the northern and southeastern region with angular velocities of approximately 30° hour$^{-1}$.

If the retrieved currents represent the tidal currents comparatively well, the quality-controlled estimated current vectors should be similar to the rotation of the tidal current vectors. Figure 8(b) shows the spatial distribution of the angular velocities of the satellite-estimated current vectors at every grid. Due to the rejection schemes of the quality-control process and the poor cloud coverage, numerous
pixels were eliminated from the calculation, particularly in the region of anticlockwise rotation. Nevertheless, the remaining angular velocities are distributed quite similarly to the results from the model tidal currents overall, as shown in Figure 8(b). This coincidence suggests that the MCC method can adequately resolve the tidal evolution of current vector direction.

For a more quantitative approach, we compared angular velocities between the estimated currents and the model tidal currents in a 2D histogram (Figure 8(c)). The overall pattern indicated that a large number of MCC angular velocities occurred at \( \pm 30^\circ \) hour\(^{-1}\), corresponding to the angular velocity of semi-diurnal tidal currents. However, some erratic points were found to be concentrated near a \( \Omega_{\text{MCC}} \) value of \( 0^\circ \) hour\(^{-1}\) when \( \Omega_{\text{Model}} \) was \( 30^\circ \) hour\(^{-1}\) (Figure 8(c)). Such errors appeared to estimation errors which arose in cases of highly elongated tidal current ellipses, as shown in Figure 7(a). The mean differences of \( \Omega_{\text{MCC}} - \Omega_{\text{Model}} \) were near zero in most ranges of eccentricity (<0.9); however, pixels with large differences were broadly distributed as scattered points at high levels of eccentricity ranging from 0.9 to 1 (Figure 8(d)). Thus, it is concluded that the elliptic characteristics of surface currents are difficult to investigate at regions with high eccentricity of the elongated tidal ellipse.
3.6. Characteristics of the estimated currents in the tidal frontal zone

In contrast to the positive correlation between MCC and model tidal currents (or tidal plus Ekman currents) at current speeds between 0.2 and 0.6 m s\(^{-1}\), the estimated currents demonstrated a somewhat negative correlation and underestimation at current speeds of greater than 0.6 m s\(^{-1}\) (Figure 6). What caused such a relationship? First, we investigated where the pixels with poor correlations (>0.6 m s\(^{-1}\)) were located in the study region (Figure 9). Most of the scattered points were concentrated not in the offshore region but near the coastal region off Korea. Apparently, this region corresponds to the tidal frontal zone, where tidal currents were exceedingly strong (Lie 1989). Therefore, it was hypothesized that the vigorous vertical tidal mixing process would be dominant over horizontal advection in the surface SPM budget. If the considerable errors of the estimated currents occurred due to tidal mixing in response to spring-to-neap or neap-to-spring currents within the tidal front zone, the temporal variations of the spatial extents of the locations with large errors (Figure 9) would be similar to those of the tidal front zone.

As expected, the percentage ratio (%) of the spatial extents of the large errors to the area of clear sky revealed characteristic temporal variations with time (Figure 9(h)). This was much higher, by 6%, at 9 a.m. and then abruptly began to decrease to a small fraction of about 0.0061% (0.9253 km\(^2\)) from 10 a.m., reaching a minimum of 0.0039% (0.5552 km\(^2\)) at 11 a.m. (Figure 9(h)). The decreasing trend of the extent was, in turn, reversed and became an increasing trend after 11 a.m., lasting until 3 p.m. If this trend is meaningfully related to the magnitude of the tidal currents, the areas of the dots should coincide with those of the tidal frontal zone.

To illustrate its relationship, a tidal frontal zone was defined as a region with a small Simpson index \( H \ U_{\text{max}}^{-3} \) of less than 2.2 (Simpson and Hunter 1974). Figure 10 shows the results of the index as estimated with the maximum tidal current speed \( U_{\text{max}} \) and water

![Figure 9](image-url)  
**Figure 9.** Spatial distribution of points with large errors for high tidal currents greater than 0.6 m s\(^{-1}\) from (a) 9 a.m. to (g) 3 p.m., and (h) hourly variations of the normalized percentage of erroneous points to the number of clear-sky pixels, where the red (blue) dots show a negative (positive) correlation with the tidal current speeds.
depth \((H)\) using the numerical tidal model. The index was high, reaching 5 in the offshore region, while it was very low at less than 2 in the coastal region. The distribution of the frontal zone \(<2.2\) presented temporal variations of its areal coverage, which was to some extent comparable to the variation of areas with large inconsistencies in the estimated currents, as shown in Figure 10(h). This value was appreciably reduced to a minimum of about 1.52 at 11 a.m., which was in accordance with the temporal changes in the numbers of pixels with high tidal errors in Figure 10(h). That is, the estimation errors were proportional to the magnitudes of the tidal currents over time. Therefore, it is inferred that as the tidal current becomes stronger, the estimated currents will be more likely to contain large errors and show a different relationship due to the vigorous vertical mixing of the SPM in the frontal zone.

To test this conjecture, we investigated the characteristics of the estimated current vectors within the tidal frontal region (Simpson index \(<2.2\)). For the purpose of understanding these characteristics, we did not apply a quality-control process to individual vectors. At values exceeding 0.6 m s\(^{-1}\), the MCC current speeds exhibited a negative relationship with regard to the tidal current magnitude at a rate of \(-0.2981\) (Figure 6(c)). This signifies that the MCC currents were no longer strong in proportion to the strength of the tidal currents in the frontal zone. Rather, they showed an obvious inverse trend. Therefore, the MCC method is regarded as not always appropriate in the tidal frontal zone when used to determine the actual currents, as active vertical tidal mixing resulting in a high re-suspension of sediment or particulate matter modifies the signal of the horizontal movement of SPM.

One intriguing finding in the tidal frontal zone is that the directions of the current vectors remained unchanged in spite of the obvious decrease in the trend of the estimated speeds (Figure 6(d)). This suggests that the predominant vertical mixing within the tidal front zone prevented an increase in the horizontal current speeds. Nevertheless, the surface flow continued to propagate towards the main direction of the tidal current vectors at an inclination of 1.021, suggesting that it was highly probable that our fundamental assumption of the MCC current method itself with regard to horizontal movement could be violated in the frontal zone.

Figure 10. Distribution of the tidal front index \((\log_{10} H U^{-3})\) estimated from the tidal current speed and water depth.
4. Discussion

4.1. Potential cause of underestimated current

It was noted that the estimated current speeds tended to be underestimated at tidal current speeds above about 0.6 m s\(^{-1}\). What mechanism is related to the critical speed limit of 0.6 m s\(^{-1}\)? The overall distribution of the surface SPM concentration greatly increased towards the shallow water region with an inverse relationship of \(-1.04\) (Figure 11(a)). The shallow zone coincided with the tidal frontal zone, where relatively high tidal currents dominated. Figure 11(b) shows the variations of the mean SPM as a function of the tidal current speed, where the error bar is the standard deviation of SPM for the entire study region in all GOCI images from 9 a.m. to 4 p.m. The mean SPM values increased gradually from 2 to 3 g m\(^{-3}\) when the tidal current value was less than 0.4 m s\(^{-1}\) but increased rapidly from 1.80 g m\(^{-3}\) at high tidal currents in the range of 0.31–0.81 m s\(^{-1}\) (Figure 11(b)). Beyond this current speed (>1.2 m s\(^{-1}\)), they were nearly constant at approximately 13.3 g m\(^{-3}\), although the hourly variations of SPM, shown in colour in Figure 11(b), depended on the magnitude of the tidal currents.

The satellite-observed mean SPM did not continue to increase in the frontal zone irrespective of the magnitude of the tidal currents. The current speed beginning with a constant SPM was detected at 0.65–0.70 m s\(^{-1}\), which was close to the critical speed according to the tidal current and the Ekman drift at about 0.6 m s\(^{-1}\), as mentioned earlier in Figure 6(c). This suggests some influence of active tidal mixing on the re-suspension or disappearance of the satellite-observed SPM concentration at/near the sea surface. Such a characteristic mean pattern of the SPM distribution appears to be responsible for the speed limit in the study region.

4.2. Potential cause of overestimated current

Although we considered the effect of the tidal current as well as the Ekman drift due to the wind field, the estimated current speeds were still significantly high for weaker currents of less than 0.2 m s\(^{-1}\), as shown in Figure 6(c). According to our estimation, the Ekman drift was small (0.03–0.05 m s\(^{-1}\)) in terms of its contribution to the total current

![Figure 11](image-url)  
**Figure 11.** Variations of the SPM averaged over the entire study region as a function of (a) the water depth (m) at 9 a.m. and (b) the tidal current (m s\(^{-1}\)) from 9 a.m. to 4 p.m.
speed during the study period. One of the potential causes of the overestimation of the retrieved current speeds would be the effect of mean oceanic currents in this region. However, in the literature, there are no reports of dominant oceanic current systems west of Korea, except for the tidal currents in the study region in spring. The mean surface current is likely to be negligible as compared with strong tidal currents in the western coast of Korea during the study period. As described earlier, the Yellow Sea Warm Current deviates far west from the coastal zone in winter (Chen et al. 1994; Ichikawa and Beardsley 2002).

Nevertheless, the systematic positive biases at weak tidal currents (<0.2 m s\(^{-1}\)) in Figure 6(c) are believed to stem from the oceanic currents. To confirm this presumption of similarity between the residual currents and the mean current, we estimated the velocity difference, \(U_{MCC} - U_{Model} = U_{\text{tide}} + U_{\text{wind}}\), and compared the results with the mean current speeds based on satellite-tracked drifters managed by AOML (http://www.aoml.noaa.gov/). As shown in Figure 12(a,b), the residual current speeds were less than 0.2 m s\(^{-1}\). In Figure 6(c), the positions of the pixels with overestimations at low currents (<0.2 m s\(^{-1}\)) coincided with the regions with high tidal indices greater than 7, which were mostly distributed over the southeastern region, as shown in Figure 10(a,b). Such regions would be most likely related to other currents, apart from tidal currents or the wind drift.

Specifically, relatively high currents (>0.15 m s\(^{-1}\)) were concentrated in the southern regions along 33.8° N east of Jeju Island (Figure 12(a)) and were mostly directed towards the east (Figure 12(b)). Features of this type were quite similarly to the mean current...
pattern in terms of the magnitude and direction, as indicated in Figure 12(c). To confirm the effect of the mean currents, we estimated the surface currents from the satellite-tracked drifter within the study region (Figure 12(d)). The surface drifter passed eastward through the Jeju Strait from 1 to 10 April of 2011. The speeds (<0.2 m s\(^{-1}\)), with the tidal current eliminated through a filtering procedure, were also similarly to the residual currents (Figure 12(b)) and the mean current speeds (Figure 12(c)). Both magnitudes and directions were coincident with the residual currents. Such similarity can explain the overestimations of MCC currents at weak currents (<0.2 m s\(^{-1}\)) with regard to the tidal current speed, answering a question raised in the previous sections.

Thus, it is concluded that the estimated current field provides considerable information about the rapidly changing oceanic currents, including tidal currents and tidal residual currents, the wind-driven Ekman drift, and the density-driven mean currents in this particular region.

5. Summary and conclusion

Hourly variations of surface currents were derived from SPM concentration data from GOCI using the MCC method. Although the initial vectors apparently indicated a random surface flow field, the estimated currents represented the actual current field comparatively well after passing through a quality-control procedure. The magnitudes of the retrieved currents were in good agreement with those of the model-simulated currents. However, the good coincidence was limited to low current speeds of less than 0.6 m s\(^{-1}\). At relatively high current speeds in excess of 0.6 m s\(^{-1}\), the two current vectors revealed considerable errors related to the tidal frontal zone. In contrast, the directions of the estimated current vectors revealed a good linear relationship to those of the tidal currents. The Ekman drift due to wind accounted for approximately 5% (0.04–0.06 m s\(^{-1}\)) to 18% (>0.06 m s\(^{-1}\)) of the retrieved MCC vectors over the study region. Thus, it should be noted that the role of the wind was negligible where tidal currents was significantly large during the study period.

Relatively large errors in the estimated currents appeared at the tidal frontal zone with a high SPM concentration near the coastal area. Thus, the MCC method for deriving the currents is applicable to regions with moderate SPM concentrations. In addition, the directions of time-varying estimated currents were deflected by following an ellipse of the tidal current vectors with the established hourly changes. However, if the SPM concentrations are inconsequentially small in deep offshore regions, the MCC method cannot be properly utilized to trace the spatial movements of SPM. The number of pixels rejected from the QC procedure showed a quadratic relationship to the Simpson index, as an indicator of the tidal front, implying that researchers should be cautious when using the retrieval method in tidal frontal zones. Thus, the surface flow based on the MCC method as well as other pattern-matching methods should be carefully utilized depending on the local sea conditions, particularly in regions with high randomness of the current field related to diverse forces, such as tides, tidal currents, oceanic currents, wind-induced vertical and horizontal mixing, river flows, atmospheric conditions such as precipitation, and others.
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