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[1] We have developed a coupled 3-D pan-Arctic biology/sea ice/ocean model to investigate the impact of declining Arctic sea ice on the marine planktonic ecosystem over 1988–2007. The biophysical model results agree with satellite observations of a generally downward trend in summer sea ice extent during 1988–2007, resulting in an increase in the simulated photosynthetically active radiation (PAR) at the ocean surface and marine primary productivity (PP) in the upper 100 m over open water areas of the Arctic Ocean. The simulated Arctic sea ice thickness has decreased steadily during 1988–2007, leading to an increase in PAR and PP in sea ice-covered areas. The simulated total PAR in all areas of the Arctic Ocean has increased by 43%, from 146 TW in 1988 to 209 TW in 2007; the corresponding total PP has increased by 50%, from 456 Tg C yr⁻¹ in 1988 to 682 Tg C yr⁻¹ in 2007. The simulated PAR and PP increases mainly occur in the seasonally and permanently ice-covered Arctic Ocean. In addition to increasing PAR, the decline in sea ice tends to increase the nutrient availability in the euphotic zone by enhancing air–sea momentum transfer, leading to strengthened upwelling and mixing in the water column and therefore increased nutrient input into the upper ocean layers from below. The increasing nutrient availability also contributes to the increase in the simulated PP, even though significant surface nutrient drawdown in summer is simulated. In conjunction with increasing surface absorption of solar radiation and rising surface air temperature, the increasing surface water temperature in the Arctic Ocean peripheral seas further contributes to the increase in PP. As PP has increased, so has the simulated biomass of phytoplankton and zooplankton.


1. Introduction

[2] A significant decline of arctic sea ice has been observed in recent years. The decline was particularly dramatic during summer 2007, when most of the Pacific sector of the Arctic Ocean was ice free and the total Arctic sea ice extent plunged to the lowest level since satellite observations began in the 1970s [Kerr, 2007; Stroeve et al., 2008; Comiso et al., 2008]. This dramatic decline occurred after years of shrinking and thinning of the ice cover [e.g., Meier et al., 2007; Nghiem et al., 2007; Rothrock et al., 1999, 2008; Lindsay et al., 2009], linked to an increase in surface air temperature (SAT) and changes in wind circulation [Hassol, 2004; Serreze et al., 2007]. The ice cover has been shrinking in every season and in every region, creating longer melt seasons [Belchansky et al., 2004; Stroeve et al., 2006] and longer periods of ice-free water on the shelves and even extending into the central basins. Perennial ice has been rapidly replaced in recent years by thinner first-year ice [Nghiem et al., 2007; Kwok, 2007; Maslanik et al., 2007] that is more sensitive to changes in atmospheric and oceanic forcing [Zhang et al., 2008]. The retreat of sea ice has increased the surface absorption of solar radiation in summer because of the positive ice-albedo feedback [Perovich et al., 2007; 2008], leading to warmer surface waters [Steele et al., 2008].

[3] The decline of Arctic sea ice may have a profound effect on the marine ecosystem [Study of Environmental Arctic Change, Science Steering Committee (SEARCH SSC), 2001; Hassol, 2004]. Despite the presence of the ice cover and extreme polar conditions, the Arctic shelf seas are ranked among the most productive in the world [Gosselin et al., 1997; Hill and Cota, 2005]. By comparison the central Arctic basin has one of the lowest annual primary productivity
(PP) rates of the world’s oceans [Cota et al., 1996; Wheeler et al., 1997]. However, field measurements in the early 1990s [Wheeler et al., 1996; Wheeler, 1997] found that PP was higher than previously reported in the central Arctic and that the region supports an active biological community that contributes to the organic carbon and nitrogen cycling. In regions with ice cover of 50%–90%, diatoms may dominate phytoplankton biomass, whereas under thicker ice, picoplankton often are more abundant [Booth and Horner, 1997; Gosselin et al., 1997]. Ice algae contribute on average 57% of the combined water column and sea ice primary production in the central Arctic and 3% in the shelf regions [Gosselin et al., 1997; Sakshaug, 2004]; their importance relies more on the timing of their production peak (1–2 months before the pelagic bloom) than on the magnitude of their PP maximum [Carmack and Wassmann, 2006].

Seasonal production cycles in the Arctic Ocean are characterized by a single high-amplitude peak in plant biomass followed with a long delay by a single lesser peak in zooplankton biomass [Cushing, 1959]. Zooplankton biomass in the Arctic is generally dominated by large copepods of the genus Calanus [e.g., Thibault et al., 1999; Arashkevich et al., 2002; Ashjian et al., 2003; Campbell et al., 2009]. These large-bodied copepods overwinter at depth with their ascent in spring timed to take advantage of the spring bloom for reproduction and growth. The life cycles of these copepods are very long compared to those at lower latitudes because of the shorter growing season and slower growth rates at low temperatures. This combination of life cycle strategy and slow growth at low temperatures results in the long delay between peaks in plant and grazer biomass. Because of low grazer biomass at the onset of the spring bloom, much of the spring production may not be consumed in the water column. For example, in the Chukchi and Beaufort seas mesozooplankton and microzooplankton grazing combined consumed only 44% of the water column PP, leaving more than half available for local export to the benthos or offshore transport into the adjacent basin [Campbell et al., 2009; Sherr et al., 2009]. An exception is the Barents Sea that is a pelagic dominated system where zooplankton advected from the Norwegian Sea can significantly augment the biomass, and abundant commercially important pelagic fish species are found [e.g., Arashkevich et al., 2002; Bluhm and Gradinger, 2008].

Variability and change in the extent, thickness, timing of annual retreat from the Arctic periphery, and duration of the Arctic ice cover will have a major impact on ecosystem functioning and biogeochemical cycling [e.g., Sakshaug and Stagstad, 1992; Walsh et al., 2004]. Light, temperature, and nutrients govern the variability of the primary productivity in the Arctic Ocean [Andersen, 1989; Smith and Sakshaug, 1990; Gosselin et al., 1997; Hill and Cota, 2005; Lee and Whitledge, 2005]. Changes in the ice cover affect the penetration of light into the water column, mixing due to wind stirring and buoyancy flux at the ocean surface, the oceanic mixed layer temperature, and upwelling and shelf-basin exchange of nutrients. Upwelling is often facilitated at the ice edge while suppressed beneath pack ice [e.g., Mundy et al., 2009]. The timing of the spring bloom depends on ice/snowmelt, when the increase in light and freshwater enhances ocean stratification and provides conditions for growth. The magnitude of the spring bloom is limited by the initial nutrient load; this is set by the depths of the surface mixed layer and of winter mixing that control nutrient availability [Sambrotto et al., 1986; Wassmann et al., 1996]. In the postbloom nutrient limited environment, PP is controlled by the depth of the mixed layer, vertical mixing of nutrients from below the pycnocline, and horizontal advection of nutrients [Reigstad et al., 2002].

[6] Intuitively, the decline of Arctic sea ice will increase primary production and support a richer ecosystem through enhanced wind-driven mixing and light penetration as long as nutrients do not become limiting and the compensation depth is not regularly exceeded. This is more likely over the vast shelf regions, which constitute 30% of the area of the Arctic Ocean [e.g., Grebmeier and Barry, 1991] and presently are experiencing loss of summer ice earlier than other Arctic regions as predicted by global climate models [Hassel, 2004] and observed by satellite remote sensing over the past decade [e.g., Stroeve et al., 2008]. Shelf regions may begin to resemble “sub-Arctic” regions that are warmer and generally have a greater biological productivity, such as the Bering Sea. Indeed, Pabi et al. [2008] and Arrigo et al. [2008] report a generally increasing trend in pan-Arctic marine PP over 1998–2007 based on satellite observations integrated in the upper 100 m over mainly open water areas, whereas Moline et al. [2008] report a significant increase in chlorophyll a in 2007 compared to previous years. The PP increase is significantly correlated with the decrease in sea ice or increase in open water in mainly the seasonally ice-covered shelf regions of the Pacific sector [Pabi et al., 2008]. In most of the central Arctic, with a nearly permanent ice cover, biological productivity may also be enhanced because the thinning ice and snow cover tends to allow more light to penetrate into the water column, though a shallow, stable mixed layer may inhibit nutrient replenishment and keep PP low.

[7] In this study, we seek to address questions including: To what degree does the thinning ice cover enhance biological productivity in the permanently ice-covered central Arctic? To what degree does the enhanced PP in the seasonally ice-covered areas in the Arctic Ocean, as reported by Pabi et al. [2008] and Arrigo et al. [2008], boost the standing stocks of consumers of primary production there? And more generally, what is the impact of declining sea ice on the Arctic marine planktonic ecosystem as a whole? The answers to these questions are explored here through numerical modeling.

Model studies of the Arctic marine planktonic ecosystem are complicated by the fact that the Arctic contains one of the least studied marine ecosystems in the world. For example, despite recent advances in understanding through field programs such as the NSF Shelf-Basin Interactions (SBI) Program [Grebmeier and Harvey, 2005], NOAA’s Ocean Exploration, Canada’s Arctic Shelf Exchange Study (CASES), and Norway’s Carbon Flux and Ecosystem Feedback in the Northern Barents Sea, little is known regarding standing stocks and processes during the winter. Although some of the biological studies, such as those conducted during the Surface Heat Budget of the Arctic Ocean (SHEBA) program during 1997–1998 [Uttal et al., 2002] or CASES, provide valuable information about the annual cycle of sea ice, nutrients, phytoplankton, microzooplankton, and mesozooplankton [e.g., Melnikov et al., 2002; Ashjian et al., 2003; Sherr et al., 2003], few biological rates were measured in these studies. Additional difficulties in modeling...
studies are associated with the possibly different ecosystem characteristics and functioning over various shelf and basin regions in the Arctic Ocean [Carmack et al., 2006].

Despite the difficulties, numerical pelagic biological models have been used successfully to study the planktonic ecosystem for various regions of the Arctic Ocean [e.g., Slagstad and Stole-Hansen, 1991; Lebedeva et al., 1995; Wassmann et al., 2006; Jin et al., 2006; Ellingsen et al., 2008; Lavoie et al., 2009]. In particular, Walsh and Dieterle [1994] studied CO₂ cycling in the Chukchi Sea by successfully adapting a pelagic biological model developed for the southeastern Bering Sea. The model was further used for more extensive studies of the biogeochemical processes of the Chukchi and Beaufort seas [Walsh et al., 1997, 2004, 2005]. Pelagic biological models have also been used successfully for the ice-covered Southern Ocean [e.g., Arrigo et al., 1993, 2003; Lancelot et al., 2000; Hannon et al., 2001; Fennel et al., 2003]. These polar biological models vary in complexity. Many of them are 1-D models, and few are explicitly coupled to a sea ice model. Nevertheless, these models have yielded considerable insights about the functioning of ecosystems in the ice-covered polar oceans. A number of more complex, global, pelagic, biological models have been coupled explicitly to sea ice models, and they were able to capture some of the basic features of the arctic biogeochemical properties in spite of relatively crude model resolutions [e.g., Aumont et al., 2003; Schmittner et al., 2005].

Here we have developed a fully coupled 3-D pan-Arctic biology/sea ice/ocean model and used the model to hindcast the physical (ocean, sea ice) conditions and marine planktonic ecosystem and, using those hindcasts, to investigate the impact of the ongoing decline in sea ice on the marine planktonic ecosystem in the Arctic Ocean over the past two decades. Hindcasts are compared to available field data in three different regions to validate and better understand the model. We mainly focus on the linkages between the changes in the planktonic ecosystem, sea ice, and light and nutrient availability.

2. Model Description

The coupled biophysical model consists of three model elements: a sea ice model, an ocean circulation model, and a pelagic biological model. The basic coupling of the model elements is as follows. The sea ice model is driven by atmospheric forcing. Then, the ice model supplies surface heat, salt (or freshwater), and momentum fluxes, together with the input of river runoff of freshwater, to the ocean model as ocean surface or lateral boundary conditions. By calculating ice thickness, snow depth, and surface albedo, the ice model also determines net shortwave radiation at the ocean surface, which is supplied to the planktonic ecosystem model and converted to photosynthetically active radiation (PAR). In turn, the ocean model supplies current and heat-exchange information to the ice model. The ocean model also computes the advection, diffusion, and mixing of the state variables of the biological model.

2.1. Sea Ice and Ocean Circulation Models

The sea ice model is a dynamic-thermodynamic model based on the studies by Hibler [1979] and Zhang and Hibler [1997] and adapted to parallel computing following Zhang and Rothrock [2003]. The model employs a teardrop viscous-ice rheology that determines the relationship between ice internal stress and ice deformation [Zhang and Rothrock, 2005] and an efficient numerical method to solve the ice momentum equation [Zhang and Hibler, 1997]. Embedded into the sea ice model is a snow model following Zhang et al. [1998]. The sea ice model uses National Centers for Environmental Prediction/National Center for Atmospheric Research (NCEP/NCAR) reanalysis [Kalnay et al., 1996; ftp.cdc.noaa] downwelling shortwave radiation to determine the net shortwave radiation at the ocean surface for both open water and ice-covered areas. The net shortwave radiation at the ocean surface depends on surface albedo and transmittance through sea ice and is calculated following Maykut and Untersteiner [1971] and Hibler [1980].

The ocean circulation model is based on the Parallel Ocean Program (POP) developed at Los Alamos National Laboratory. The POP model is a Bryan-Cox-Semtner-type ocean model [Bryan, 1969; Cox, 1984; Semtner, 1986] with numerous improvements, including an implicit free surface formulation of the barotropic mode and model adaptation to parallel computing [e.g., Smith et al., 1992; Dukowicz and Smith, 1994]. The magnitude of ocean vertical mixing in the model is adjusted based on observations in the Arctic Ocean. Vertical mixing is calculated by the nonlocal K-profile parameterization (KPP) scheme [Large et al., 1994]. With the KPP mixing scheme, mixing in the surface mixed layer is determined by turbulent processes parameterized by a bulk Richardson number, and mixing in the interior (below the mixed layer) is governed by shear instability and internal wave activity and parameterized by a “background” diffusivity. Given these observations, D’Asaro and Morison [1992] report that the diffusivity value in the ice-covered deep arctic waters is order of magnitude $10^{-6}$ m$^2$ s$^{-1}$, much smaller than that in the ice-free oceans. Parameterizing the background diffusivity based on this value significantly improves the simulation of vertical mixing both in the surface waters and in the interior and therefore the simulation of ocean temperature and salinity in the Arctic Ocean as compared to observations [Zhang and Steele, 2007]. Such improvement is important for this study because realistic simulation of mixing and temperature and salinity structure in the upper ocean is necessary to produce realistic entrainment of nutrients into the upper layer and planktonic growth rates.

2.2. Biological Model

The biological model is a modified version of the Kishi et al. [2007] 11-component lower-trophic model adapted to the Arctic Ocean. With nitrogen as model currency, the Kishi et al. ecosystem model incorporates two phytoplankton components (large phytoplankton, PL; small phytoplankton, PS), three zooplankton components (microzooplankton, ZS; mesozooplankton/copepods, ZL; predator zooplankton, ZP), dissolved organic nitrogen, detrital particulate organic nitrogen, particulate organic silica, nitrate, ammonium, and silicate. Sea ice algae are not incorporated into the ecosystem model. In our model, we redefine the two phytoplankton components to more accurately reflect the Arctic Ocean ecosystem dynamics. In the Kishi et al. [2007] model, silicate is a limiting nutrient for PL but not PS. Therefore, by definition, this component is required to be composed of diatoms only,
Table 1. Values and Units for Parameters Used in the Biological Model

| Parameter | Description | Unit | Value
|-----------|-------------|------|------
| PARfrac | Fraction of shortwave radiation that is photosynthetically active | nondim | 0.43
| $\alpha_1$ | Light attenuation due to seawater | m$^{-1}$ | 0.04
| $\alpha_{PL/PS}$ | Light attenuation due PS/PL | m$^{-1}$ | 0.04
| $\alpha_{PS/PL}$ | PS/PL photochemical reaction coefficient | mmol N m$^{-1}$ | 0.025
| $\beta_{PS/PL}$ | PS/PL photosynthesis inhibition coefficient | mmol N m$^{-1}$ d$^{-1}$ | 0.00023
| $V_{maxL}/V_{max}$ | PS/PL maximum photosynthetic rate at 0°C | d$^{-1}$ | 0.7/2.0
| $K_{NO3}/K_{NO3L}$ | PS/PL half saturation constant for nitrate | mmol N m$^{-1}$ | 0.7
| $K_{NH4}/K_{NH4L}$ | PS/PL half saturation constant for ammonium | mmol N m$^{-1}$ | 0.2
| $K_{Sil}$ | PL half saturation constant for silicate | mmol Si m$^{-1}$ | 1.15
| $\psi_{PS}/\psi_{PSL}$ | PS/PL ammonium inhibition coefficient | mmol N m$^{-1}$ | 1.0
| $K_{ResPS}/K_{ResPL}$ | PS/PL temperature coefficient for respiration | °C$^{-1}$ | 0.0693
| $\gamma_{PS}/\gamma_{PL}$ | PS/PL ratio of extracellular excretion to photosynthesis | nondim | 0.03
| $\phi_{PS}$ | PS mortality rate at 0°C | mmol N m$^{-1}$ d$^{-1}$ | 0.0585
| $\phi_{PL}$ | PL mortality rate at 0°C | mmol N m$^{-1}$ d$^{-1}$ | 0.0290
| $K_{MorPS}/K_{MorPL}$ | PS/PL temperature coefficient for mortality | °C$^{-1}$ | 0.0693
| $GR_{MaxPS}$ | Maximum grazing rate at 0°C, PS on PS | d$^{-1}$ | 0.50
| $GR_{MaxPL}$ | Maximum grazing rate at 0°C, PS on PL | d$^{-1}$ | 0.20
| $GR_{MaxPS}$ | Maximum grazing rate at 0°C, ZL on PS | d$^{-1}$ | 0.20
| $GR_{MaxPL}$ | Maximum grazing rate at 0°C, ZL on PL | d$^{-1}$ | 0.25
| $GR_{MaxLS}$ | Maximum grazing rate at 0°C, ZS on ZS | d$^{-1}$ | 0.45
| $GR_{MaxLP}$ | Maximum grazing rate at 0°C, ZP on PL | d$^{-1}$ | 0.10
| $GR_{MaxPL}$ | Maximum grazing rate at 0°C, ZP on ZS | d$^{-1}$ | 0.05
| $GR_{MaxLZ}$ | Maximum grazing rate at 0°C, ZP on ZL | d$^{-1}$ | 0.10
| $K_{Grat}/K_{GratPS}$ | ZS/ZL/ZP temperature coefficient for grazing | °C$^{-1}$ | 0.0693
| $\lambda_{ZS}/\lambda_{PS}$ | PS/ZL/ZP Ivlev constant | mmol N m$^{-1}$ | 1.4
| $PS2ZS^{a}$ | Threshold value for grazing, ZS on PS/PL | mmol N m$^{-1}$ | 0.043
| $PS2PL^{a}$ | Threshold value for grazing, PL on PS/PL | mmol N m$^{-1}$ | 0.040
| $ZS2ZL^{+}$ | Threshold value for grazing, ZL on ZS | mmol N m$^{-1}$ | 0.040
| $PL2ZP^{+}$ | Threshold value for grazing, ZP on PL | mmol N m$^{-1}$ | 0.040
| $ZS2ZP^{+}$ | Threshold value for grazing, ZP on ZS | mmol N m$^{-1}$ | 0.040
| $\psi_{PL}$ | Inhibition coefficient for ZP grazing on PL | mmol N m$^{-1}$ | 4.605
| $\psi_{ZS}$ | Inhibition coefficient for ZP grazing on ZS | mmol N m$^{-1}$ | 3.010
| $MorPS/MorPSL/MorPSZ$ | ZS/ZL/ZP mortality rate at 0°C | mmol N m$^{-1}$ d$^{-1}$ | 0.0585
| $K_{ResPS}/K_{ResPSL}/K_{ResPSZ}$ | PS/PL/ZPS half saturation constant for mortality | °C$^{-1}$ | 0.0693
| $\alpha_{PS}/\alpha_{PL}/\alpha_{ZP}$ | ZS/ZL/ZP assimilation efficiency | nondim | 0.75
| $\beta_{PS}/\beta_{PL}/\beta_{ZP}$ | ZS/ZL/ZP growth efficiency | nondim | 0.35
| $N_{H4}$ | NH4 nitrification rate at 0°C | d$^{-1}$ | 0.03
| $VP2N_{O}/VP2D_{O}$ | Decomposition rates at 0°C, PON to NH4/DON | d$^{-1}$ | 0.10
| $VD2N_{O}$ | Decomposition rates at 0°C, DON to NH4 | d$^{-1}$ | 0.20
| $VD2O_{2}$ | Decomposition rates at 0°C, Opal to silicate | d$^{-1}$ | 0.10
| $K_{Reh}$ | Temperature coefficients for decomposition, NH4 nitrification | °C$^{-1}$ | 0.0693
| $K_{PD}/K_{PDN}$ | Temperature coefficients for decomposition, PON to NH4/DON | °C$^{-1}$ | 0.0693
| $K_{D2N}/K_{D2S}$ | Temperature coefficients for decomposition, DON to NH4/Opal to silicate | °C$^{-1}$ | 0.0693
| $RS/N_{S}$ | Si:N ratio | mmol Si (mmol N)$^{-1}$ | 2.0
| setVP/setVO | PON/Opal sinking velocity | m d$^{-1}$ | 20.0

* Most symbols for the biological parameters and their definitions are given by Kishi et al. [2007]. PL and PS are redefined to represent diatoms (PD) and flagellates (PF) in the model. ZS, ZL, ZP, DON, PON, and Opal: microzooplankton, mesozooplankton, predatory zooplankton, dissolved organic nitrogen, detrital particulate organic nitrogen, and particulate organic silica, respectively.

**Parameter newly added into the biological model to parameterize dinoflagellates (microzooplankton) grazing on diatoms and described also in Appendix A.

As they are the only major phytoplankton group for which silicate is a limiting nutrient in the Arctic. The second phytoplankton component comprises all other major phytoplankton groups for which silicate is not limiting. Most of these major groups are flagellated and range in size from picophytoplankton to dinoflagellates. Because phytoplankton in both groups cover a broad size range, the large and small phytoplankton designations used in the Kishi et al. model were deemed inappropriate for the Arctic Ocean ecosystem. Here we designate the two groups as PD and PF for diatoms and flagellates, respectively. Some of the key biological parameters are adopted from the study of Walsh et al. [2005] for the Arctic Ocean, such as the maximum growth rate for flagellates and the half-saturation constants for uptake of nitrate, ammonium, and silicate (Table 1). The maximum growth rate for diatoms is based on observations compiled by Geider et al. [1997], which showed that the maximum growth rate for four diatom groups ranges from 1.5 to 4.3 d$^{-1}$. In addition, grazing by microzooplankton on diatoms has been added to the original Kishi et al. [2007] model based on observations that heterotrophic dinoflagellates can be important grazers of diatoms in the Arctic (E. Sherr, personal communication, 2009). The corresponding changes in the Kishi et al. [2007] model equations and newly added terms are described in Appendix A.

[15] The model estimates the absorption of PAR in the water column following PAR ($z$) = PARfrac × $E_{0}$ exp($−\alpha_{PS} − \alpha_{PL} PDz$), where PARfrac is the fraction of shortwave radiation that is photosynthetically active; $E_{0}$ is the net shortwave radiation on the ocean surface; $\alpha_{PS}$, $\alpha_{PL}$, and $\alpha_{PD}$ are
light attenuation coefficients due to seawater and flagellates and diatoms; and $z$ is depth (see Table 1 and Kishi et al. [2007]). $E_0$ is calculated by the sea ice model following Maykut and Untersteiner [1971] and Hibler [1980]; short-wave radiation is allowed to penetrate through snow and sea ice, with an attenuation coefficient of 20 m$^{-1}$ for snow [Grenfell and Maykut, 1977] and 1.5 m$^{-1}$ for ice [Maykut and Untersteiner, 1971]. The value of PARfrac depends on various factors such as solar zenith angle and cloudiness and ranges from 0.39 to 0.53 globally [Pinker and Laszlo, 1992]. For simplicity, we use a constant value of PARfrac = 0.43 for this study (Table 1). Model calibration and validation have been performed using satellite remote sensed and in situ observations (see section 3).

2.3. Numerical Framework, Forcing, and Initial Conditions

The domain of the numerical biology/ice/ocean model covers the Arctic Basin, Chukchi, Beaufort, Barents, and GIN (Greenland-Iceland-Norwegian) seas, and Baffin Bay (Figure 1). The model grid configuration is based on a generalized orthogonal curvilinear coordinate system with the “North Pole” of the grid displaced into Greenland. The mean horizontal resolution is about 22 km. To better resolve the mixed layer and the pycnocline, the ocean’s vertical dimension has 30 levels of different thicknesses, with 13 levels in the upper 100 m and the top six of them being 5 m thick.

A simple treatment is implemented for the model’s open boundaries at Bering Strait and across the Atlantic Ocean around 60°N (Figure 1). Inflow and outflow along the open boundaries are not allowed because of a lack of information about the biogeochemical exchange between the Arctic Ocean and its adjacent seas. However, to mimic nutrient inflow at Bering Strait and biogeochemical exchange between the Arctic and the Atlantic, the nitrate and silicate, as well as temperature and salinity, along the open boundaries and in their vicinity are restored to monthly climatology data from the World Ocean Atlas 2005 [Garcia et al., 2006]. Such climatology restoring also prevents the physical and biogeochemical states at and near the open boundaries from drifting away from reality. The restoring constant ranges from 10 days along the open boundaries to infinity (no restoring) four grid cells away from the boundaries. No climatological restoring is allowed in the interior of the ocean.
Daily surface atmospheric forcing for 1977–2007 is used to drive the biophysical model. The atmospheric forcing is from the NCEP/NCAR reanalysis, which consists of surface winds, surface air temperature, humidity, downwelling longwave and shortwave radiative fluxes, precipitation, and evaporation. Model input also includes climatological river runoff of freshwater based on the study by Hibler and Bryan [1987]. River runoff of nutrients and organic matter are not incorporated. This model shortcoming affects the coastal areas near the mouth of major rivers (see Figure 9), so these areas are not the focus of this study.

The model integration includes an 11 year spin-up, which is driven by the daily NCEP/NCAR forcing from 1977 to 1987. The initial conditions for the spin-up consist of 1 January 1977 fields of sea ice and ocean state variables simulated by Zhang et al. [2008], January mean climatology fields of nitrate and silicate from the World Ocean Atlas, and uniform distribution (0.02 mmol N m$^{-3}$; 0.02 mmol Si m$^{-3}$) of plankton and other biogeochemical components somewhat arbitrarily set for the upper 200 m. During the 10 year spin-up, the coupled model adjusts itself and approaches an approximate steady state such that the year-to-year changes (from 1987 to 1988) in annual mean stocks of phytoplankton, zooplankton, and nitrate, averaged over the upper 100 m of the Arctic Ocean, are $-0.0005$ (1.0), $-0.0003$ (0.3), and $0.1040$ (1.0) mmol N m$^{-3}$ (%), respectively. After the spin-up, the model proceeds to simulate the period of 1988–2007.

3. Results

The Arctic Ocean is defined here as all open water and sea ice-covered areas north of the Arctic Circle at about 66.5°N following Pabi et al. [2008]. Ice-covered areas are those with ice concentration ≥0.15. Model results of sea ice, PAR, and biology for the period 1988–2007 over open water and ice-covered areas of the Arctic Ocean demonstrate changes in the physical environment under declining sea ice and concurrent changes in light and nutrient availability and the impact of those changes on the marine planktonic ecosystem.

3.1. Changes in Arctic Sea Ice, PAR, Water Temperature, and Nutrient Input, and Comparisons With Sea Ice Data

Comparisons of model-simulated and satellite-observed yearly and summer (July–September) mean Arctic sea ice extent (Figure 2a) demonstrate that the model tends to overestimate ice extent, but it captures the interannual variability of the observed ice extents. The simulated ice extents are significantly correlated with satellite observations over 1988–2007 ($R = 0.84$, 0.90; Figure 2a), with low RMS (root-mean-square) error of 2% and 4%. The simulated spatial patterns of ice extent (as shown by the simulated spatial thickness distribution) are also in a reasonably good agreement with the observations in August (Figure 3) when total PP in the Arctic Ocean is the highest (see Figure 15). Both model results and satellite observations show a generally downward trend in ice extent over 1988–2007 (Figure 2a). The decrease in ice extent in summer 2007 is particularly steep (Figures 2a and 3o), as was reported previously [e.g., Kerr, 2007; Stroeve et al., 2008; Comiso et al., 2008].

The simulated total ice volume has decreased steadily from 1988 to 2007 (Figure 2b). This is because ice thickness has decreased over most of the Arctic Ocean (Figure 3), as also observed by submarine cruises [Rothrock et al., 1999, 2008]. The model overestimates ice thickness in the Canadian Archipelago region (Figure 3) compared with satellite-derived data [Laxon et al., 2003], indicating that the model may need finer resolution in that region to better resolve the narrow channels there. However, the model is able to capture the temporal and spatial variability of submarine observations of ice draft (equal to approximately 89% of ice thickness) along the tracks of submarine cruises during 1988–1997 in the central Arctic [see Rothrock et al., 2003], with a correlation of 0.87 and RMS error of 21% (Figure 4). Like ice thickness, snow depth has also decreased over 1988–1997 (not shown).

Changes in ice extent and thickness and snow depth affect PAR at the ocean surface because of changes in surface albedo and light penetration through ice. The simulated annual mean total PAR of the Arctic Ocean varies from year to year in both open water and sea ice-covered areas (Figure 2c). The simulated total PAR in open water areas is highly correlated with the observed summer ice extent ($R = -0.92$). Since 1988 the simulated total PAR over open water areas is generally increasing, from 104 TW in 1988 to 150 TW in 2007, simply because of decreasing summer ice extent that lowers surface albedo for enhanced net shortwave radiation, the ice-albedo feedback known to amplify the surface absorption of solar energy [e.g., Zhang et al., 2000; Lindsay and Zhang, 2005; Perovich et al., 2007, 2008]. The simulated annual mean total PAR (PAR per unit area) in ice-covered areas of the Arctic Ocean increases during 1988–2007, from 42 TW (4.7 W m$^{-2}$) in 1988 to 59 TW (8.0 W m$^{-2}$) in 2007 (Figure 2c) because of the steadily thinning ice cover that leads to strengthened light penetration through ice for increased magnitude of PAR under ice (Figure 3).

The total PAR (mean PAR per unit area) in all areas of the Arctic Ocean has increased from 146 TW (11.4 W m$^{-2}$) in 1988 to 209 TW (16.3 W m$^{-2}$) in 2007 (Figure 2c), although the NCEP/NCAR cloud fraction data for the Arctic Ocean show a positive linear trend of 0.0007 yr$^{-1}$ over the spring and summer of 1988–2007 with a corresponding decrease in downwelling shortwave radiation (not shown), owing likely to increasing open water.

As Arctic sea ice declines with enhanced absorption of solar energy in the ocean, the model simulated water temperature in the upper 100 m of the Arctic Ocean increases over 1988–2007, from $-0.5°C$ in 1988 to $0°C$ in 2007. This is compatible with the observations that surface waters in the Arctic Ocean peripheral seas warmed during 1965–2007 [Steele et al., 2008]. The increase in ocean temperature occurs as surface air temperature (SAT) increases. From 1988 to 2007, SAT over the Arctic Ocean has increased by more than 2°C (Figure 2d), according to the NCEP/NCAR reanalysis data.

The model also simulates a generally increasing trend in the nitrate input into the upper 100 m (Figure 2g) as well as the upper 50 m (not shown), owing to vertical advection (upwelling/downwelling) and diffusion. The simulated nitrate input into the upper 100 m is closely correlated to the simulated magnitude of surface ocean stress and surface ocean stress curl ($R = 0.73$ and 0.81; Table 2). The significant
increase in the nitrate input in recent years corresponds to a significant increase in the surface ocean stress (Figure 2g) and the stress curl (not shown), which tends to enhance upwelling and mixing in the water column. The surface ocean stress is calculated following Hibler and Bryan [1987]. In open waters, the surface ocean stress consists of wind stress; in ice-covered areas, it consists of a summation of wind stress and ice internal interaction force. Thus, it is not surprising that changes in the simulated surface ocean stress (and stress curl) are linked to those in the surface winds (Figure 2h), with a correlation of $R = 0.69$ between the magnitude of the surface ocean stress and the surface wind speed (Table 2).

[26] However, surface ocean stress (and stress curl) in the ice-covered areas is also linked to the state of sea ice (thickness, concentration, and extent) that tends to modify the air–sea momentum transfer by insulating the ocean from the overlying winds, as is reflected in the ice interaction force [Hibler and Bryan, 1987]. For example, high average wind speeds over the Arctic Ocean were observed in 2006–2007 and also in 1990 and 1993; however, the magnitude of surface ocean stress in 2006–2007 is significantly higher
than in 1990 and 1993 (Figure 2h). This is because sea ice is thinner with less coverage in 2006–2007 than in 1990 and 1993 (Figures 2a and 2b), leading to a weakened insulation effect or strengthened air-sea momentum transfer. In other words, the diminution of sea ice results in increased light availability and increased nutrient input into the upper ocean layers through enhanced air-sea momentum transfer, or wind stirring, at the ocean surface and therefore strengthened vertical advection (mainly upwelling) and mixing.

Figure 3. Simulated mean sea ice thickness and PAR for Augs of 2000 through 2007. White line represents model simulated ice edge, and black line indicates satellite-observed ice edge defined as 0.15 ice concentration. (p) Note enhanced under-ice PAR north of the Chukchi Sea in 2007, relative to earlier years.

[27] The simulated summer mean nitrate concentration is much lower than the yearly mean in either the upper 100 m or the upper 50 m (Figures 2e and 2f), indicating that nutrient drawdown occurs in summer as suggested by observations [e.g., Gosselin et al., 1997; Lee and Whitledge, 2005; Tremblay et al., 2008; Codispoti et al., 2005, 2009]. The simulated yearly mean nitrate concentration in the upper 50 m and the yearly and summer mean nitrate concentrations in the upper 100 m are not correlated with PP (Table 2).
However, the simulated summer nitrate concentration in the upper 50 m is significantly negatively correlated with the simulated PP \( (R = -0.71\); Table 2), indicating the close relationship between summer PP and nutrient drawdown. There is a significant decreasing trend in the summer nitrate concentration in the upper 50 m during 1988–2007. This is because of an increase in the simulated PAR, PP, and hence nutrient uptake in recent years as sea ice retreats (PP is described in sections 3.3–3.4). However, even with an increased summer nutrient uptake in recent years, no significant decreasing trend is simulated for the yearly mean nitrate concentration in the upper 50 m and the yearly and summer mean nitrate concentrations in the upper 100 m over 1988–2007. This may be linked to the simulated increasing trend in the yearly mean nitrate input into the upper layers.

3.2. Daily Evolution of the Planktonic Ecosystem and Comparisons With In Situ Data

Our investigation of the daily evolution of the simulated ecosystem and comparison with in situ observations focuses on PP, chlorophyll \( a \) (chl \( a \)), flagellates, diatoms, microzooplankton, mesozooplankton, predatory zooplankton, and nitrate in three different regions: a mostly ice-free (open water) area in the Greenland Sea in 1999 where some biological data are available (Figure 5), a permanently (except summer 2007) ice-covered area in the Canadian Basin where SHEBA data are available for 1997–1998 (Figure 6), and a seasonally ice-covered area in the Chukchi/Beaufort seas where SBI data are available for 2002 and 2004 (Figure 7). In Figures 5–7, the limited in situ observations are shown. Also shown are simulated daily variations of PAR, ice thickness, and snow depth (where available). Note that the basic currency of the biological model components is nitrogen (mmol N m\(^{-3}\)), which needs to be converted to carbon (C) and chl \( a \) for model-data comparisons. We follow Lavoie et al. [2009] to use a fixed C/N (mol:mol) ratio of 106:16 [Redfield et al., 1963] and a fixed N/chl \( a \) (wt/wt) ratio of 8.75:1 for the unit conversions.

[29] Because of stronger light limitation in a year-round ice-covered region (Figures 6i–6j), the simulated and observed spring bloom at the SHEBA locations in the Canadian Basin (Figure 6) occur later than in the open water area of the Greenland Sea (Figure 5) and the seasonally ice-covered Chukchi/Beaufort seas (Figure 7). The simulated timing of spring bloom, PP, and plankton biomass at the SBI locations show considerably more spatial variability than in the open water area of the Greenland Sea and in the permanently ice-covered area of the Canadian Basin (Figures 5–7). Also, the simulated PP and plankton biomass tend to fluctuate substantially over summer and even early fall. Multiple peaks are often simulated, which are strongly time and location dependent. This is because of the substantial seasonal changes in ice/snow thickness (Figures 7j–7k) in the seasonally ice-covered area that tend to cause more spatial variations in PAR (Figure 7i) by modifying surface albedo [Perovich et al., 2007; 2008] and light penetration through sea ice. Seasonal changes in ice thickness may also cause more variations in nutrient availability in the euphotic zone by altering surface momentum and buoyancy fluxes and hence the vertical mixing processes [Sambrotto et al., 1986; Wassmann et al., 1996]. In addition, seasonal changes in ice conditions may result in more temporal and spatial variations in oceanic processes.

Table 2. Correlations Among the Simulated Yearly Mean Nitrate Concentration, Mean Nitrate Input, Magnitude of Surface Ocean Stress and Surface Ocean Stress Curl, Surface Wind Speed, Photosynthetically Active Radiation, Ocean Temperature, and Primary Productivity Over the Period 1988–2007\(^a\)

<table>
<thead>
<tr>
<th></th>
<th>N100y</th>
<th>N100s</th>
<th>N50y</th>
<th>N50s</th>
<th>Nin</th>
<th>SOS</th>
<th>OSC</th>
<th>SWS(^b)</th>
<th>PAR</th>
<th>PP</th>
</tr>
</thead>
<tbody>
<tr>
<td>N100y</td>
<td>0.87</td>
<td>0.52</td>
<td>0.25</td>
<td>0.22</td>
<td>0.022</td>
<td>0.71</td>
<td>0.83</td>
<td>0.35</td>
<td>0.25</td>
<td>0.21</td>
</tr>
<tr>
<td>N100s</td>
<td>0.63</td>
<td>0.60</td>
<td>-0.12</td>
<td>-0.25</td>
<td>-0.83</td>
<td>-0.71</td>
<td>0.70</td>
<td>0.69</td>
<td></td>
<td></td>
</tr>
<tr>
<td>N50y</td>
<td>0.86</td>
<td>-0.54</td>
<td>0.42</td>
<td>0.098</td>
<td>0.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N50s</td>
<td></td>
<td></td>
<td>0.69</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nin</td>
<td></td>
<td></td>
<td>0.96</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOS</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OSC</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SWS(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PAR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PP</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\(^a\)Correlations among simulated yearly (N100y) and summer (N100s) mean nitrate concentration in the upper 100 m, yearly (N50y) and summer (N50s) mean nitrate concentration in the upper 50 m, and yearly mean nitrate input into the upper 100 m (Nin), magnitude of surface ocean stress (SOS) and surface ocean stress curl (OSC), surface wind speed (SWS), surface PAR, and ocean temperature (\( T_o \)) and PP in the upper 100 m, averaged in all areas of the Arctic Ocean over the period 1988–2007.

\(^b\)Calculated from the NCEP/NCAR reanalysis data, not simulated by the model.
such as advection and diffusion of biogeochemical tracers by modifying the ocean circulation in the shelf region.

Model-data comparisons show that the model is able to basically capture the timing and magnitude of spring bloom in the Greenland Sea and the Chukchi/Beaufort seas (Figures 5 and 7). They also reveal that the model simulated timing of the spring bloom is delayed considerably in the permanently ice-covered area of the Canada Basin along the SHEBA drift track, although the simulated chl a and phytoplankton biomass in the ice-covered SHEBA area are generally within or close to the range of the observations (Figure 6). What causes the delay? The simulated seasonal cycle of ice thickness (Figure 6j) does not appear to deviate substantially from that observed at the SHEBA site with multiyear ice [Perovich et al., 2003]. However, most of the 106 SHEBA measurements of snow depth are below 0.6 m in May 1998 [Perovich et al., 2003], while the simulated snow depth is close to 1 m (Figure 6k). The overestimation of snow depth may contribute to an underestimation of PAR in spring, thus resulting in the delay. The delay may also be attributed to uncertainties in model parameters governing photosynthesis such as phytoplankton photoinhibition and photochemical reaction coefficients. Phytoplankton in permanently ice-covered areas may be dark-adapted and the photosynthesis processes may be significantly different from those in permanent open water areas or seasonally ice-covered areas.

The delay in the simulated phytoplankton bloom in the permanently ice-covered SHEBA area affects the consumers of primary production, and the model significantly delays the timing and underestimates the magnitude of the zooplankton biomass peaks (Figures 6e and 6f). For the mesozooplankton, much of this discrepancy can be attributed to the seasonal upward vertical migration of large, biomass dominant species from depth, which is a dominant component of the timing and magnitude of this peak [Ashjian et al., 2003]. This is not accounted for in the model, as only growth and mortality are considered. In addition, it should be noted that the ice station drifted through several different water masses, covered a range of water depths and encountered different zooplankton communities [Ashjian et al., 2003], which may have altered the true seasonal patterns to some degree. Furthermore, the lack of sea ice algae in the model may contribute to the bias in zooplankton biomass. This suggests the importance of incorporating ice algae in the model for ice-covered areas where ice algae may contribute up to 57% of the combined water column and sea ice primary production [Gosselin et al., 1997]. The underestimation of zooplankton biomass also may be due to uncertainties in model parameters such as zooplankton grazing and mortality rates under thick ice and/or cold temperatures. There is a lack of vital rate measurements for zooplankton at cold temperatures, especially in the Arctic, with the possible exception of egg production rates [e.g., Huntley and Lopez, 1992; Hirst and Bunker, 2003; Bunker and Hirst, 2004]. Thus,
parameter estimates for rate processes need to be extrapolated to low temperatures where few or no data exist, possibly leading to inaccurate representations of these rates in models.

In the SBI area in the Chukchi/Beaufort seas, the simulated PP and chl \( a \) and mesozooplankton biomass are generally within or close to the range of the observations, with underestimation or overestimation from time to time and from location to location (Figures 7a, 7b, and 7f). In the Greenland Sea, the simulated chl \( a \) and microzooplankton biomass (Figures 5b and 5e) are mostly close to the range of the observations from Møller et al. [2006], but mesozooplankton biomass may be overestimated (Figure 5f).

Comparison of model and in situ vertical profiles of chl \( a \), PP, and nitrate from three SBI 2004 stations show a subsurface peak of chl \( a \) and PP at about 20 m depth (Figure 8). However, the model underestimates the peak values of chl \( a \) and PP at two stations located at 154.49° W/71.55°N and 159.11°W/72.13°N (Figures 8a–8b and 8g–8h) and overestimates the peak value of PP and surface values of both chl \( a \) and PP at the third station located at 152.13°W/71.59°N (Figures 8d–8e). The low surface values of chl \( a \) and PP are due to the summer surface depletion of nitrogen (Figures 8c, 8f, and 8i), which is the limiting nutrient as suggested by observations [Gosselin et al., 1997; Lee and Whitledge, 2005; Tremblay et al., 2008; Codispoti et al., 2005, 2009]. Because of a generally higher simulated biological productivity, summer reduction in nitrogen in the upper 100 m appears to be more severe in the open water area of the Greenland Sea and the seasonally ice-covered area of the Chukchi/Beaufort seas than in the permanently ice-covered area of the Canadian Basin (Figures 5h, 6h, and 7h).

### 3.3. Monthly Variation of Primary Production and Comparisons With Satellite Data

Comparison of model-simulated and Sea-viewing Wide Field-of-view Sensor (SeaWiFS) observed monthly and yearly 1998–2007 mean surface chl \( a \) concentration (Figure 9) reveals some regional differences in the magnitude of chl \( a \) but similarities in the spatial extent and timing of the seasonal chl \( a \) maxima. In May, the model overestimates chl \( a \) in part of the GIN seas but underestimates it in part of the Barents Sea (Figures 9a–9b). In June, the model generally overestimates chl \( a \) in the Barents and Greenland seas (Figures 9c–9d). These differences are likely to be reflected in the model-simulated monthly and yearly 1998–2007 mean fields of PP in the upper 100 m (Figure 10), particularly in the Barents and Greenland seas during June (Figure 10c).

In summer, because of penetration of light through sea ice, the model estimates significant surface chl \( a \) concentration and PP in most of the permanently ice-covered central Arctic where SeaWiFS chl \( a \) data are nonexistent because data retrievals are hindered by the ice cover.
In August in particular, the simulated surface chl a concentration and PP in some ice-covered areas are even higher than those in the open water and seasonally ice-covered areas of the Barents and GIN seas (Figures 9g and 10e). This is because phytoplankton bloom occurs often in springtime in the open water and sea-sonally ice-covered areas, whereas it often occurs in summertime in ice-covered areas where light limitation is stronger (Figures 9a and 10a–10h). The earlier phytoplankton bloom in the open water and seasonally ice-covered areas of the Barents and GIN seas leads to a generally earlier and more severe nutrient drawdown (Figures 10l–10n). The simulated nutrient drawdown appears to be also severe in the Chukchi, Beaufort, and Kara seas. Thus, in addition to light, nutrients are limiting phytoplankton growth in various regions of the Arctic Ocean, as indicated by observations [e.g., Gosselin et al., 1997; Tremblay et al., 2008; Codispoti et al., 2005, 2009].

Figure 7. Daily variations of the modeled biogeochemical variables integrated over the (a–h) upper 100 m, (i) surface PAR, (j) sea ice thickness, and (k) snow depth in 2004 at three SBI stations in the Chukchi and Beaufort seas. Circles represent 2004 SBI observations integrated over the upper 100 m, with PP, chl a, and mesozooplankton reported by Campbell et al. [2009] and nitrate archived at the NCAR Earth Observing Laboratory (EOL) Data Center (http://www.eol.ucar.edu/projects/sbi/). Triangles and diamonds represent 2002 SBI phytoplankton and 2004 SBI microzooplankton observations at various depths, also archived at the EOL Data Center; with different units than the model results, these observations are not for direct quantitative model-data comparisons but for illustration of the timing of spring bloom. The three locations, marked by circles in Figure 1 and also indicated in Figure 8, are (154.49°W, 71.55°N, depth 166 m), black line; (152.13°W, 71.59°N, 1566 m), green; and (159.11°W, 72.13°N, 43 m), blue.

(Figures 9e–9j and 10d–10f). In August in particular, the simulated surface chl a concentration and PP in some ice-covered areas are even higher than those in the open water and seasonally ice-covered areas of the Barents and GIN seas (Figures 9g and 10e). This is because phytoplankton bloom occurs often in springtime in the open water and seasonally ice-covered areas, whereas it often occurs in summertime in ice-covered areas where light limitation is stronger (Figures 9a and 10a–10h). The earlier phytoplankton bloom in the open water and seasonally ice-covered areas of the Barents and GIN seas leads to a generally earlier and more severe nutrient drawdown (Figures 10l–10n). The simulated nutrient drawdown appears to be also severe in the Chukchi, Beaufort, and Kara seas. Thus, in addition to light, nutrients are limiting phytoplankton growth in various regions of the Arctic Ocean, as indicated by observations [e.g., Gosselin et al., 1997; Tremblay et al., 2008; Codispoti et al., 2005, 2009].
Compared to SeaWiFS chl data, the model might underestimate, to some degree, summer chl in some coastal areas of the East Siberian, Laptev, Kara, and Beaufort seas near the mouth of major arctic rivers such as Ob, Lena, Yenisey, and Mackenzie, even though SeaWiFS chl is biased high in these areas owing to the influence of riverine sediments and/or colored dissolved organic matter that have the potential to alter optical properties in coastal waters (Cota et al., 2004; Matsuoka et al., 2007; Pabi et al., 2008). This underestimation near rivers may be attributed to the fact that the nutrient and dissolved organic matter loads from these rivers are not included in the model. In most of the Barents and GIN seas, the modeled surface chl generally agrees with the observations throughout the summer (deviation mostly below 0.3 mg m$^{-3}$). The yearly 1998–2007 mean modeled surface chl display similar patterns as the SeaWiFS yearly composite chl in ice-free or seasonally ice-covered areas (Figures 9k–9l). This underestimation near rivers may be attributed to the fact that the nutrient and dissolved organic matter loads from these rivers are not included in the model. In most of the Barents and GIN seas, the modeled surface chl generally agrees with the observations throughout the summer (deviation mostly below 0.3 mg m$^{-3}$) (Figures 9e–9i).

The yearly 1998–2007 mean modeled surface chl display similar patterns as the SeaWiFS yearly composite chl in ice-free or seasonally ice-covered areas (Figures 9k–9l). In these areas, the simulated long-term mean chl values are close to the observed chl values (deviation mostly below 0.3 mg m$^{-3}$), and the simulated long-term (1988–2007) mean PP values (Figure 10h) appear to be close to the long-term mean PP values derived by Pabi et al. [2008] using SeaWiFS chl data (see Figure 12a in Pabi et al.). The spatial pattern of the simulated long-term mean PP for the Barents Sea appears to be similar to that simulated by Ellingsen et al. [2008]. In addition, the simulated mean PP values averaged for various Arctic shelves, the North Pole area, and the Greenland Sea over 1988–2007 are generally within the range of or close to observations (Carmack et al., 2006; Sakshaug, 2004; Gosselin et al., 1997; Richardson et al., 2005) (see Table 3). The simulated maximum PP values during 1988–2007 are greater than the observational estimates for Kara, Laptev, East Siberian, and Beaufort shelves (Table 3). This is likely due to the fact that the model simulates a significant increase in PP in recent years when ice declined substantially, whereas the observations were collected in earlier years with more ice.

### 3.4. Changes in Arctic Marine Planktonic Ecosystem in Response to Declining Sea Ice

The yearly 1998–2007 mean modeled surface chl display similar patterns as the SeaWiFS yearly composite chl in ice-free or seasonally ice-covered areas (Figures 9k–9l). In these areas, the simulated long-term mean chl values are close to the observed chl values (deviation mostly below 0.3 mg m$^{-3}$), and the simulated long-term (1988–2007) mean PP values (Figure 10h) appear to be close to the long-term mean PP values derived by Pabi et al. [2008] using SeaWiFS chl a data (see Figure 12a in Pabi et al.). The spatial pattern of the simulated long-term mean PP for the Barents Sea appears to be similar to that simulated by Ellingsen et al. [2008]. In addition, the simulated mean PP values averaged for various Arctic shelves, the North Pole area, and the Greenland Sea over 1988–2007 are generally within the range of or close to observations (Carmack et al., 2006; Sakshaug, 2004; Gosselin et al., 1997; Richardson et al., 2005) (see Table 3). The simulated maximum PP values during 1988–2007 are greater than the observational estimates for Kara, Laptev, East Siberian, and Beaufort shelves (Table 3). This is likely due to the fact that the model simulates a significant increase in PP in recent years when ice declined substantially, whereas the observations were collected in earlier years with more ice.
annual basis, the magnitude of all simulated biological variables generally increases with decreasing sea ice cover and increasing PAR and nitrate input into the upper ocean layers during 1988–2007, particularly since 1996 (Figures 2 and 3, and 11). Changes in the simulated annual marine total PP or mean PP per unit area in the upper 100 m of the Arctic Ocean (Figure 11a) are highly correlated with the simulated PAR (Figure 2c). Correlations between the total PP and total PAR over 1988–2007 are $R = 0.95$ for open water areas, $R = 0.97$ for ice-covered areas, and $R = 0.96$ for all areas (Table 2). Changes in the simulated total PP for all areas are also significantly correlated with the nitrate input into the upper 100 m ($R = 0.70$, Table 2). Thus, the recent increase in PP is closely linked to the decline in sea ice, which leads to an increase in PAR and nitrate input into the euphotic zone (Figures 2c and 2g). The increase in the water temperature in the upper 100 m of the Arctic Ocean (Figure 2d) also contributes to and is highly correlated ($R = 0.95$, Table 2) with the increase in PP because the simulated phytoplankton growth rates increase with rising water temperature when nutrients are not depleted.

With decreasing sea ice extent, the simulated PP in the upper 100 m in open water areas of the Arctic Ocean increases generally during 1988–2007, especially since 1996 (Figure 11a). In particular, the simulated annual total PP (mean PP per unit area) in the upper 100 m is 344 Tg C yr⁻¹ (105 g C m⁻² yr⁻¹) for 1988 and 520 Tg C yr⁻¹ (120 g C m⁻² yr⁻¹) for 2007. There is a local PP maximum in 1990, which corresponds to a local minimum in ice extent (Figure 2a) and a local maximum in both PAR (Figure 2c) and the nitrate input into the upper 100 m (Figure 2g). From 1998 to 2007, the simulated annual total PP in open water areas is mostly in close agreement with that derived by Pabi et al. [2008] and Arrigo et al. [2008] using SeaWiFS surface chl $a$ mainly in open water areas, even though the SeaWiFS derivation may miss the subsurface chl $a$ maximum in some locations. The SeaWiFS-derived total PP is higher than the model simulated total PP in 2000 and 2001, with a local peak value in 2001 (Figure 11a). Note that ice extent in 2001 is not particularly low (Figure 2a). The local maximum in SeaWiFS-derived PP in 2001 is attributed to the result of both higher than normal phytoplankton biomass and higher
area-normalized rates of production in summer of that year [Pabi et al., 2008], which is not reflected in the modeled PP associated with near-average PAR (Figure 2c) and relatively low nitrate input into the upper 100 m (Figure 2g) in 2001.

Like the PAR in ice-covered areas, the simulated annual total PP (mean PP per unit area) in ice-covered areas has generally increased, from 112 Tg C yr\(^{-1}\) (14 g C m\(^{-2}\) yr\(^{-1}\)) in 1988 to 162 Tg C yr\(^{-1}\) (23 g C m\(^{-2}\) yr\(^{-1}\)) in 2007 (Figure 11a). This is again linked to the thinning ice cover that leads to enhanced PAR and hence PP in ice-covered areas where nutrient drawdown is less severe than in the permanent ice-free areas (Figures 3 and 10l–10n). In fact, the vertically integrated PP in the upper 100 m increases mainly in the permanently and seasonally ice-covered areas with decreasing ice thickness and increasing summer melt back in recent years, as illustrated by August fields in Figures 12a–12d. In the permanent ice-free areas such as part of the GIN seas and southern Barents Sea, there is no discernable trend, downward or upward, in the simulated PP.

Figure 10. Simulated (a–g) monthly 1998–2007 mean and (h) yearly 1998–2007 mean PP in the upper 100 m, and (i–o) simulated monthly 1998–2007 mean and (p) yearly 1998–2007 mean nitrate concentration in the upper 5 m. The white line represents corresponding simulated ice edge.
(Figures 12a–12d). This is also basically true with the surface concentration of chl a biomass as shown in Figure 13 that displays both simulated and observed August fields for recent years.

[41] Nutrient limitation may have a significant role in the lack of a significant trend in the simulated PP in the permanent ice-free areas of the Barents and GIN seas. In summer, the simulated surface nitrate concentrations are very low in these regions (Figures 10k–10o), leading to often rather small PP (Figures 12e–12h) even with high PAR (Figure 3). As a result, the simulated PP often peaks at subsurface depths of 30–36 m in the Barents and GIN seas (Figures 12m–12p). Although to a lesser degree, nutrient drawdown also occurs in late summer in some of the permanently and seasonally ice-covered areas, according to the model (Figures 10l–10n). As a result, the simulated surface PP in some of the Chukchi and Beaufort seas is also very small (Figures 12e–12h), and the subsurface PP maximum often occurs at the 20–25 m depth (Figures 12i–12l), which generally agrees with the SBI observations (Figure 8).

[42] Overall, the simulated total PP (mean PP per unit area) in all areas combined of the Arctic Ocean increased from 456 Tg C yr$^{-1}$ (36 g C m$^{-2}$ yr$^{-1}$) in 1988 to 682 Tg C yr$^{-1}$ (53 g C m$^{-2}$ yr$^{-1}$) in 2007. The simulated PP increases not only at the surface but also at various subsurface depths (Figure 11b). As PP increases, the simulated annual mean total biomass of phytoplankton (flagellates and diatoms) and zooplankton (mesozooplankton, microzooplankton, and predatory zooplankton) of the Arctic Ocean increases, from an annual mean total phytoplankton biomass of 6.6 (8.9) Tg C in 1988 to 9.3 (11) Tg C in 2007 (Figures 11c–11d). Again, because of the nutrient limitation, the increase in the simulated standing stocks of phytoplankton and zooplankton mainly occurs in the permanently and seasonally ice-covered areas, not necessarily in the permanent open water areas (Figure 14). For example, in some open water areas in the Greenland and Barents seas, the simulated biomass concentrations of flagellates, diatoms, microzooplankton, and mesozooplankton are not necessarily higher in 2007 than in 2004 (Figure 14), even though the total plankton biomass in the whole Arctic Ocean is higher in 2007 (Figure 11).
permanently ice-covered central Arctic where light limitation dominates, an increase in PAR generally results in an increase in biomass, according to the model (Figures 3, 12, 13, and 14).

[43] The model simulated flagellates are generally more abundant than the simulated diatoms in the Barents and GIN seas (Figure 14). However, diatoms often dominate the primary production on most of the Arctic shelves in agreement with observations [Booth and Horner, 1997; Gosselin et al., 1997]. The model also shows that copepods dominate the total zooplankton biomass in essentially all areas of the Arctic Ocean in agreement with observations [e.g., Thibault et al., 1999; Arashkevich et al., 2002; Ashjian et al., 2003; Campbell et al., 2009].

[44] The seasonal changes in PP and plankton biomass in response to seasonal changes in sea ice conditions are illustrated in Figure 15. The dramatic summer ice retreat in 2007 and the steady decrease in ice thickness in recent years are reflected in Figures 15a–15b, and the consequently increased summer PAR is reflected in Figure 15c. The simulated sea-
sonal variations of the total PP over the entire Arctic Ocean for 2004 through 2006 (Figure 15d) closely resemble those shown in Figure 7d of the study of Pabi et al. [2008]. However, the simulated values are higher than the Pabi et al. [2008] SeaWiFS-derived values because the former include the ice-covered areas of the central Arctic. The simulated total PP and total biomass of flagellates and diatoms generally peak in either July or August (Figures 15d–15f). However, there is a smaller peak in diatom biomass in May. The seasonal cycle of the simulated total biomass of microzooplankton is of one peak in August (Figure 15g), whereas the biomass of mesozooplankton often reaches its maximum in September followed by a peak in the biomass of predatory zooplankton in October (Figures 15h–15i). It is clear that as sea ice declines in summer, biological productivity and the standing stocks of plankton species all increase to a varying degree, according to the model. Despite the dramatic decreases in observed ice extent and earlier sea ice retreat in 2007, that year did not show consistent differences, over the whole Arctic Ocean, in the timing or magnitude of simulated bio-

Figure 13. Model-simulated monthly mean and SeaWiFS-observed monthly composite surface concentration of chl $a$ for August of 2000 through 2007. The white line represents model-simulated ice edge, and black line indicates satellite-observed ice edge. SeaWiFS chl $a$ under ice is not plotted.
logical variables relative to those of the previous 3 years (Figure 15).

4. Conclusions

[45] We have developed a coupled 3-D pan-Arctic biology/sea ice/ocean model to investigate the impact of declining sea ice on the marine planktonic ecosystem in the Arctic Ocean over the past two decades. While there are many uncertainties in model parameterization, forcing, and initialization, owing to limited observations of arctic biological processes, the coupled biophysical model is able to basically capture the timing of the spring bloom in the open water area of the Greenland Sea and the seasonally ice-covered area of the Chukchi/Beaufort seas, compared with in situ observations. The simulated PP and chl \(a\) and plankton biomass in these two areas are generally within the range of available in situ and satellite observations, with underestimation or overestimation from time to time and from location to location (Figures 5 and 7). The simulated mean PP values averaged for various Arctic shelves, the North Pole area, and the Greenland Sea over 1988–2007 are generally comparable with the in situ observations [Carmack et al., 2006; Sakshaug, 2004; Gosselin et al., 1997; Richardson et al., 2005].

Figure 14. Simulated mean biomass concentration of flagellates, diatoms, microzooplankton, mesozooplankton/copepods in the upper 100 m for May and August of 2004 and 2007. The white line represents simulated ice edge.
particularly, the simulated annual total PP in open water areas of the Arctic Ocean is in close agreement with that derived by Pabi et al. [2008] and Arrigo et al. [2008] using SeaWiFS surface chl $\alpha$ mainly in open water areas.

Model deficiencies do exist. The model underestimates the timing of primary production bloom and zooplankton biomass in the permanently ice-covered area of the Canadian Basin along the SHEBA track, owing likely to model overestimation (underestimation) of snow depth (PAR) and to uncertainties in model parameters such as phytoplankton photoinhibition and photochemical reaction coefficients and zooplankton grazing and mortality rates. The underestimation of zooplankton biomass may also suggest the importance of incorporating sea ice algae in the model for ice-covered areas where ice algae may have a significant role in primary production [Gosselin et al., 1997]. In addition, seasonal vertical migration of mesozooplankton contribute substantially to changes in biomass in surface waters of the central Arctic Ocean [Ashjian et al., 2003; Olli et al., 2007], and this is not included in the model. The model may also underestimate summer chl $\alpha$ in some coastal areas near the mouth of major rivers. This stresses the necessity of incorporating the input of nutrients from runoff of large rivers.

The simulated planktonic ecosystem at the SBI locations in the Chukchi/Beaufort seas with a seasonal ice cover is subject to considerably more spatial and temporal variability than in the open water area of the Greenland Sea and in the permanently ice-covered area of the Canadian Basin. There are more fluctuations in the timing of spring bloom and the magnitude of PP and plankton biomass throughout spring, summer, and even early fall. This is because the
changes in ice/snow thickness in the seasonally ice-covered region cause more variations in PAR by modifying surface albedo and light penetration through sea ice.

[53] The simulated ice extent and thickness agree reasonably well with satellite and submarine observations, which allows for quantifying the increase in PAR in both open water and ice-covered areas as a result of significant warming in the Arctic in recent years. Both model results and satellite observations show a generally downward trend in summer ice extent over 1988–2007. As a result, the simulated annual mean total surface PAR in open water areas of the Arctic Ocean has increased, from 104 TW in 1988 to 150 TW in 2007 with record low summer ice extent. The simulated ice thickness has decreased steadily over 1988–2007 in most of the Arctic Ocean. As a result, the total PAR (mean PAR per unit area) in ice-covered areas of the Arctic Ocean has increased, from 42 TW (4.7 Wm$^{-2}$) in 1988 to 59 TW (8.0 Wm$^{-2}$) in 2007. Overall, the simulated total PAR (mean PAR per unit area) in all areas of the Arctic Ocean has increased from 146 TW (11.4 Wm$^{-2}$) in 1988 to 209 TW (16.3 Wm$^{-2}$) in 2007, an increase of 43%. The increase in PAR mainly occurs in the seasonally and permanently ice-covered Arctic Ocean.

[49] The decline of sea ice also affects nutrient availability in the euphotic zone of the Arctic Ocean during 1988–2007 by changing the air-sea momentum transfer at the ocean surface. Being thinner with less coverage, sea ice in recent years tends to enhance air-sea momentum transfer at the surface, leading to a general increase in the magnitude of surface ocean stress and the curl of surface ocean stress during 1988–2007. An increase in surface ocean stress and stress curl tends to enhance circulation, upwelling, and mixing in the water column, which leads to an increase in the nitrate input into the upper 100 m and 50 m. The role of nutrients in the arctic marine biological processes is reflected in the fact that the simulated marine PP is highly positively correlated with the nitrate input into the euphotic zone but is highly negatively correlated with the summer nitrate concentration in the upper 50 m. The effect of nutrient limitation is further reflected in the fact that, because of nitrate drawdown, the simulated summer surface PP is small in various parts of the Arctic Ocean such that a subsurface PP peak often forms. Particularly, the simulated or observed subsurface chl $a$ and PP maxima at three SBI sites are in conjunction with surface nitrate depletion.

[50] The combined increase in PAR and nutrient supply into the euphotic zone results in an increase in marine PP, mainly, again, in the seasonally and permanently ice-covered Arctic Ocean during 1988–2007, especially since 1996. There is no significant trend with the simulated PP in the permanent ice-free areas where nutrient limitation dominates. The simulated annual total PP (mean PP per unit area) in the upper 100 m in open water areas of the Arctic Ocean has increased, from 344 Tg C yr$^{-1}$ (105 g C m$^{-2}$ yr$^{-1}$) in 1988 to 520 Tg C yr$^{-1}$ (120 g C m$^{-2}$ yr$^{-1}$) in 2007. This agrees generally with the studies by Pabi et al. [2008] and Arrigo et al. [2008] that report an increasing trend in PP in open water areas over 1998–2007. However, this study shows that the simulated total PP (mean PP per unit area) has generally increased over 1988–2007 in ice-covered areas of the Arctic Ocean as well as in open areas, from 112 Tg C yr$^{-1}$ (14 g C m$^{-2}$ yr$^{-1}$) in 1988 to 162 Tg C yr$^{-1}$ (23 g C m$^{-2}$ yr$^{-1}$) in 2007. Overall, the simulated total PP (mean PP per unit area) in all areas has increased from 456 Tg C yr$^{-1}$ (36 g C m$^{-2}$ yr$^{-1}$) in 1988 to 682 Tg C yr$^{-1}$ (53 g C m$^{-2}$ yr$^{-1}$) in 2007, an increase of 50%.

[51] Surface waters in the Arctic Ocean have warmed in association with increasing surface absorption of solar energy and rising surface air temperature. The model simulates an average increase of 0.5°C in the water temperature of the whole upper Arctic Ocean from 1988 to 2007. Such an increase is mainly due to the significant warming of the surface waters in the Arctic Ocean peripheral seas [Steele et al., 2008], which also contributes to the PP increase. As the total PP has increased, the simulated annual mean total biomass of phytoplankton (zooplankton) in the Arctic Ocean has increased from 6.6 (8.9) Tg C in 1988 to 9.3 (11) Tg C in 2007, an increase of 41% (24%). The increase in zooplankton biomass is due to the increase in phytoplankton concentration as well as water temperature.

[52] Further refinement of the model is necessary to address the model deficiencies mentioned above, including more accurate simulation of snow depth and ice thickness, improved open boundary conditions, incorporation of ice algae and river input of nutrients, representation of ontogenetic migration of mesozooplankton in the Arctic basin, and improved parameterization of the grazing terms that at present are not completely accurate. These changes should improve model-data comparisons in the Arctic basin and coastal areas. The discrepancies between modeled and observed results, particularly those at the SHEBA sites with permanent ice coverage, also emphasize the need for continued observation of the Arctic biological and physical system to better define parameters that will be used in models such as organism vital rates and distributions, light penetration through snow covered ice, and seasonal cycles in biological and chemical components.

Appendix A: Changes in Kishi et al. [2007] Model Equations

[53] Some of the Kishi et al. [2007] model equations are modified to take into account microzooplankton (ZS) grazing on diatoms (PD). Only those modified equations with newly added terms are listed here. All the other equations and terms are described in detail in Appendix A of Kishi et al. [2007] and not repeated here. Definitions of parameters can be found in Table 1 as well as in the study by Kishi et al. [2007]. In the listed equations, physical terms of diffusion and advection and suffixes n and s, used by Kishi et al. to distinguish nitrogen and silicon flows, are not included for simplicity. To be consistent with the symbols in the study by Kishi et al., here we keep the notations of PL and PS. Note, however, that PL and PS have been redefined in this model to represent diatoms (PD) and flagellates (PF), respectively.

A1. Nitrogen


$- GraPL2ZL - GraPL2ZP$

$dzS/dt = GraPS2ZS + GraPL2ZS - GraZS2ZL$

$- GraZS2ZP - MorZS - ExcZS - EgeZS$
In the above equations,
\[ \text{ExcZS} = (\text{AlphaZS} - \text{BetaZS}) / (\text{GraPSZS} + \text{GraPLZS}) \]
\[ \text{EgeZS} = (1 - \text{AlphaZS}) / (\text{GraPSZS} + \text{GraPLZS}) \].

\text{GraPLZS} is grazing rate of diatoms by microzooplankton such that
\[ \text{GraPLZS} = \max[0, \text{GR}_{\text{maxSpl}} \exp(k_{\text{eat}} \times \text{TMP})] \times (1 - \exp(\lambda_{\text{PLZS}} - \text{PL})), \]
where TMP is water temperature.

A2. Silicon

\[ \text{dOPal/dt} = \text{MorPL} + \text{EgeZS} + \text{EgeZL} + \text{EgeZP} - \text{SED} - \text{DecP2}, \]
where the added new term EgeZS is egestion rate of microzooplankton.
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