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Measurements of Sea Surface Height Variability in the Eastern South
Atlantic from Pressure Sensor–Equipped Inverted Echo Sounders:

Baroclinic and Barotropic Components

SHEEKELA BAKER-YEBOAH* AND D. RANDOLPH WATTS

Graduate School of Oceanography, University of Rhode Island, Narragansett, Rhode Island

DEIRDRE A. BYRNE

School of Marine Sciences, University of Maine, Orono, Maine

(Manuscript received 23 July 2008, in final form 2 July 2009)

ABSTRACT

Variability in sea surface height (SSH) can be decomposed into two contributions: one from changes in

mass in the water column (barotropic) and the other from purely steric changes (baroclinic). Both contri-

butions can be determined from data recorded by a pressure sensor–equipped inverted echo sounder (PIES).

PIES data from the Agulhas South Atlantic Thermohaline Experiment (ASTTEX) were used, collected in

the Cape Basin off South Africa, along 1000 km of an eddy corridor where Agulhas eddies carry cores

of warm, salty Indian Ocean waters into the South Atlantic. The paper presents in detail the method used to

convert PIES measurements into barotropic, baroclinic, and total SSH, and discusses the error budget.

The baroclinic contribution is geopotential height (reference 4500 dbar), which can be determined from the

measured vertical acoustic travel time together with a lookup curve based on the regional hydrography. The

main error source is scatter about this curve that depends on the extent to which water masses advecting along

each geopotential streamline may derive from different ocean regions. The barotropic contribution can be

determined from the bottom pressure measurements of the mass variation in the water column and has an

uncertainty due to sensor calibration drift in two years corresponding to 1-cm water column height. The

barotropic component accounts for 20% of the overall SSH variance and 47% during large signal intervals

exceeding 15 cm. PIES data demonstrate via the two measurements that barotropic and baroclinic contri-

butions may work independently or in concert in different mesoscale eddies. The combined structure need not

be equivalent barotropic. In particular, deep barotropic eddies exhibit mesoscale spatiotemporal scales and

may or may not be systematically tilted or aligned in space or time relative to baroclinic eddies.

1. Introduction

The main goals of this paper are 1) to show in detail

how the baroclinic and barotropic contributions to sea

surface height (SSH) can be measured by a pressure

sensor–equipped inverted echo sounder (PIES) and

2) to quantify the uncertainties in these estimates. SSH

varies because of changes in density and changes in total

mass within the water column. The contribution from

changes in the density profile is termed steric height,

which can be calculated from the geopotential anomaly

as a function of the temperature and salinity profiles

relative to a deep reference pressure. The steric contri-

bution is also commonly called the baroclinic contribution

because variability in density profiles is often associated

with sloping density surfaces across currents in the ocean.

Additional contributions to steric height arise from pro-

cesses with a relatively small slope in density surfaces

across isobars, such as basin-scale warming and seasonal

signals. These steric signals are broadly included under

the expression ‘‘baroclinic contribution to SSH.’’ The

mass-loading contribution can be calculated from the

bottom pressure, which by hydrostatics is the inte-

grated mass per square meter above the pressure sensor
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multiplied by the gravitational constant. We identify this

mass loading as the barotropic contribution.

Our choice of terminology selects one of an infinite set

of choices of depth at which to reference a baroclinic

profile plus a depth-independent reference to produce

the total profile. The literature contains various choices,

each legitimate and suiting different purposes. We use

a deep reference pressure (4500 dbar) for the baroclinic

variations, which differs from dynamical modes, in which

the baroclinic components are referenced middepth,

have nonzero bottom velocity and bottom pressure, and

carry zero transport. Under our terminology, the baro-

tropic component accounts for all variations in mass

loading, and the baroclinic (i.e., steric) component ac-

counts solely for density changes at constant mass in the

water column. This approach is consistent with Fofonoff

(1962), who references baroclinic velocity profiles with

a deep (near bottom) barotropic component. We present

details of this method in section 2 and in the appendix.

There has been much interest in probing ocean dy-

namics by measuring SSH variability from satellite data.

Its steric and nonsteric contributions are well recognized

(Fukumori et al. 1998; Ponte 1999; Guinehut et al. 2006;

Jayne et al. 2003). Just as hydrographic density profiles

can measure the steric (baroclinic) component relative

to an abyssal pressure level, the nonsteric mass-loading

barotropic component can be measured with a bottom

pressure sensor. As noted in the above citations, bottom

pressure records are uncommon in the deep ocean, and

the spatiotemporal scales of barotropic energy vary

from region to region.

In some regions, measurements of SSH variability

have been shown to contain substantial signals at pe-

riods shorter than 20 days, which Stammer et al. (2000)

note would cause aliasing of altimeter measurements.

In many regions this high-frequency signal is primarily

barotropic (Tierney et al. 2000; Gille and Hughes 2001;

Xu et al. 2008). Several studies have focused on the high-

frequency barotropic response of the sea surface to

pressure loading and wind stress at periods less than

20 days, and spatial scales greater than 1000 km (Luther

et al. 1990; Chao and Fu 1995; Tierney et al. 2000;

Stammer et al. 2000). Hourly samples of the barotropic

and baroclinic SSH components are provided by PIES

data, giving a well-resolved high-frequency signal. In the

Agulhas leakage region, the focus of this study, the

barotropic signal and the larger baroclinic signal contrib-

ute importantly to SSH at periods shorter than 20 days

(Baker-Yeboah 2008; Byrne and McClean 2008).

Some of the largest rapid nontidal variations observed

by altimeters have been due to meandering jets and

mesoscale eddies (Fukumori et al. 1998), wherein the

baroclinic contribution is strong. The deep ocean in the

southeastern South Atlantic is particularly energetic at

time scales associated with eddies, some of which have

both baroclinic and barotropic structure (Clement and

Gordon 1995; Van Aken et al. 2003). Understanding the

structure of these eddies is important to improving our

understanding of the meridional overturning circulation

in the South Atlantic, as addressed in Gordon (1985)

and Biastoch et al. (2008). In section 3, we present three

examples from PIES data of mesoscale eddies in the

Agulhas leakage region that contribute different mag-

nitudes of barotropic and baroclinic SSH variability. We

discuss sources of error in these data in section 4, followed

by a separate discussion on scatter in the inverted echo

sounder (IES) lookup curve in section 5. Scatter in the

lookup curve is related to variability in water properties,

not to instrument error. Section 6 presents the summary

and conclusions.

2. Data and methods

This study is based on data from the Agulhas–South

Atlantic Thermohaline Transport Experiment (ASTTEX).

During ASTTEX, 12 PIES instruments were deployed

along a Jason-1 ground track, as indicated by the squares

in Fig. 1. The ASTTEX array spanned the Agulhas

‘‘eddy corridor’’ (Garzoli and Gordon 1996), a route

for interocean exchange. Eddies produce strong SSH

signals in the PIES data, and examples are presented

in this work of eddies having primarily baroclinic SSH,

mixed baroclinic–barotropic SSH, and primarily baro-

tropic SSH. In these case studies, AVISO satellite

altimeter SSH records (AVISO 2006) are used in con-

junction with PIES baroclinic and barotropic SSH com-

ponents (section 3).

PIES instruments measure bottom pressure pbot and

round-trip acoustic travel time (Fig. 2). Acoustic travel

time, which varies with the temperature and salinity

through the water column, is used to estimate the baro-

clinic contribution to SSH. At low frequencies, the

barotropic velocity is in geostrophic balance with the

barotropic pressure field and provides the 4500-dbar ref-

erence for the baroclinic field, as discussed in the appendix.

We use the hydrostatic equation to characterize the

two different measures of SSH variability provided from

PIES data:

ðh9

�H

dz 5�
ðp

a

pbot

1

rg
dp,

where h 5 h 1 h9 is SSH, pa is the surface atmospheric

pressure, and pbot is seafloor bottom pressure. This re-

lation gives a partition of SSH into a baroclinic com-

ponent (hbc) and a barotropic component (h9bt),
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h9
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� P
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b
g

[see Eqs. (A9) and (A10)]. The IES data from the PIES

measurements are converted to geopotential height

(Fig. 9; appendix). This curve is called the IES lookup

table and is based on the regional hydrographic data.

These methods are based on Watts and Rossby (1977)

and He et al. (1998). We can separate hbc into hbc and

h9bc, such that we can examine the time series hPIES 5

hbc 1 h9bt or h9PIES 5 h9bc 1 h9bt, where h9bt is based on

measurements from the instrument’s enclosed pressure

sensor. For more details, see the appendix.

PIES measurements of pbot were collected at 10-min

intervals using the Paroscientific Digiquartz pressure

sensor and averaged to hourly values. The absolute ac-

curacy of these pressure measurements is specified by

Paroscientific to be 100 ppm (Houston and Paros 1998)

of the full-scale pressure—that is, 60 hPa (1 hPa ’ 1 cm)

for gauges capable of 6000 dbar. The sensor resolves pbot

to 0.1 hPa (IESUM 2006). The PIES instruments were

tethered about 0.5 m off the seafloor. The tether is kept

short so that the horizontal drag from near-bottom

currents produces acceptably small mooring motion. For

example, knowing the instrument buoyancy and esti-

mating the drag from currents less than 25 cm s21, the

mooring deflection angle from vertical can be estimated

to be less than 58. The resulting vertical deflection for

a 50-cm tether is less than 0.2 cm. The pressure sensors

were prestressed in the laboratory prior to deployment

for about 2 months to reduce drift; however, a small

drift of up to 10 hPa over a 27-month deployment pe-

riod still occurred (Table 1). After data retrieval, the

drift for each instrument was estimated by a linear fit

to the 27-month pbot time series and was removed.

Next, the barotropic tide was removed using response

analysis (Munk and Cartwright 1966). We chose to re-

move only semidiurnal and diurnal components. Long-

period tides were not removed—fortnightly tides ;0.6 cm

(Schwiderski 1982) and pole tides ;0.5 cm (Cartwright

2000). The time-mean pressure at each instrument lo-

cation was removed, p9 5 pbot � P, to give the residual

pressure, which has an uncertainty of 1 hPa (Watts and

Kontoyiannis 1990).

PIES measurements of round-trip acoustic travel time

ties comprise 24 pings per hour (12 kHz, with a ping

duration of 6 ms). The value ties is inversely proportional

to the speed of sound c integrated through the water

column (path depicted as a dash–dot line in Fig. 2).

FIG. 1. The Agulhas South Atlantic Thermohaline Experiment (ASTTEX) array: 12 PIES (squares) and four CMMs (circles) along an

altimeter ground track. Instruments are numbered from northeast to southwest. Dots represent locations of CTD data that are used in the

t-to-f technique (146 points in black). The data storage device did not function in PIES 5. Profiles of the circled dot and diamond-enclosed

dot (near site 12) are discussed in section 5. The black contour line is at 500 m.
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Instrument details can be found in Chaplin and Watts

(1984) and IESUM (2006). Measurements of ties are

resolved to 0.05 ms, with insignificant drift. However,

reflection off the wavy sea surface introduces scatter

of about 2 ms in individual echoes. The hourly groups

of 24-ping data were processed into single hourly values

after windowing to remove erroneous data spikes and

sorting to find the first quartile value. These values were

low-pass filtered using a sixth-order Butterworth fil-

ter with a 29-h cutoff, run forward and backward.

The processed hourly ties values (Baker-Yeboah 2008)

have an accuracy of about 0.4 ms, and the 29-h low-

pass-filtered data have an accuracy of about 0.08 ms

(Table 1).

3. PIES baroclinic and barotropic SSH variability

a. Baroclinic and barotropic SSH variability

The time series of PIES total SSH variability h9PIES

and the two components h9bc and h9bt are shown in Figs. 3a

and 3b. Adjacent sites along the array exhibit large

amplitude features, consistent from site to site (Figs. 3a

and 3b). Although the h9PIES curve (black) usually fol-

lows the h9bc curve (red), the h9bt curve (gray) provides

a separate and often important contribution to the total

SSH curve. At all sites h9bt intermittently makes a sub-

stantial contribution to h9PIES, as indicated by the shaded

time intervals in Figs. 3a and 3b. The shaded regions will

be addressed in section 3b.

The record at site 1 differs from the other time series

along the ASTTEX array, having relatively low SSH

variability for both h9bc and h9bt. Located on the conti-

nental slope where the bottom depth is ;1077 m, site 1

lacked the strong episodic low-frequency signals that

typified other sites. Baker-Yeboah (2008) provides a

further discussion on the spectra.

The root-mean-square (rms) fluctuations in h9PIES,

h9bc, and h9bt for sites 1–12 are listed in Table 2, and the

variances are plotted in Fig. 4. The rms variability for

h9PIES was greater than or equal to 15 cm at sites 2–12

and peaked at 24 cm at site 7. The rms variability of h9bc

was greater than or equal to 14 cm for sites 2–12 and

peaked at 18 cm near sites 6 and 7, whereas the rms

variability for h9bt was more than 5 cm at sites 3–12 and

peaked at 11 cm at site 8.

The baroclinic and barotropic signals covaried, and

the total variance is given by s2 5 s2
bc 1 s2

bt 1 2cov

(Fig. 4; Table 2). The ratios of variance for each com-

ponent to the total variance were tabulated (Table 2)

and reveal mean values of s2
bc/s2

� �
5 0.71, s2

bt/s
2

� �
5

0.16, and 2cov/s2
� �

5 0.13. We estimated the confidence

levels for the covariances based on the autocorrelation

statistics of the time series (Emery and Thomson 2001).

Covariances at the northernmost (site 1) and southern-

most (sites 10–12) sites outside the eddy corridor did not

differ significantly from zero. Covariances were signifi-

cant at the 90% confidence level for sites 4–7 along the

center of the eddy corridor.

FIG. 2. A PIES instrument moored near the seafloor at latitude l

and longitude g. Measurements include bottom pressure ( pbot) and

round-trip acoustic travel time (ties).

TABLE 1. Error budget for PIES data. NA is not applicable.

PIES error budget

Measurement

uncertainty

Height

uncertainty (cm)

Atmospheric pressure

IB effect in pbot

NA NA

Atmospheric pressure

IB effect in ties

0.13 ms 0.3

Geophysical: sea state scatter

One ping 2.00 ms

24 pings 0.40 ms

Low-pass filtered 0.08 ms 0.2

Geophysical: sea state bias 10.05 ms 0.1

Spline-curve lookup error

(ASTTEX region)

0.55 m2 s22 5.5 6 1

Tides: ocean 0.1

Instrumental: pressure

sensor drift

10 hPa

Pressure drift residual 1 hPa 1.0

Instrumental: mooring motion 0.2

Total 5.6 6 1
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b. The importance of the barotropic component

Although h9bt contributes only about 16% of the total

variance averaged over the 11 sites, there are time in-

tervals during which h9bt contributes 25%–100% of

h9PIES. We are interested in mesoscale variability and

chose an SSH threshold value:

jh9
PIES
j$ 15 cm. (1)

We quantify the importance of the barotropic contri-

bution by identifying those time intervals and events

when the SSH anomaly reaches or exceeds the threshold

of 15 cm and the ratio quantifying the importance of the

barotropic contribution:

yR
bt

5
jh9

bt
j

jh9
bc
j1 jh9

bt
j $ 0.25. (2)

The two criteria, yRbt $ 0.25 and jh9PIESj $ 15, isolate

a subset of days (y) within the time series shown by

the gray-shaded regions in Figs. 3a and 3b. The total

number of days in the subset for each site is listed in

Table 3 as yB1.

Restricting our focus to the yB1 days, the ratio
yh9bt/

yh9PIES was calculated for each site. Mean and ex-

trema of yh9bt/
yh9PIES are recorded in Table 3. The mini-

mum and maximum values of yh9bt/
yh9PIES show that h9bt

can even exceed h9PIES, as indicated by values of
yh9bt/

yh9PIES . 1 and yh9bt/
yh9PIES , 21. In such cases h9bc

and h9bt have opposite signs and the resulting h9PIES can

be smaller than the contributing parts. In Table 3, the

column yB1 reveals that within the eddy corridor at sites

3–10, the subset (y) comprises 16%–33% of the entire

time series. We define the term B2 as the number of days

of large amplitude events where Eq. (1) applies. The

ratio yB1/B2 quantifies the fraction of days with large

amplitude events jh9PIESj . 15 cm for which the baro-

tropic signal contributes at least 25% to the total h9PIES.

Values of yB1/B2 convey that the nonsteric mass load

contribution to h9PIES is substantial for 39%–59% of the

time when jh9PIESj is large.

c. Examples of mesoscale eddies in SSH variability

We present three examples from the PIES time series

data that illustrate the baroclinic, barotropic, and total

SSH variability for mesoscale eddy events that transit the

array. For comparison, we include results from AVISO

Jason-1 alongtrack data and plan-view AVISO maps of

SSH variability. The time series for all sites were com-

bined into time–space contour plots (Hovmöller-like

diagrams) of baroclinic, barotropic, and total SSH vari-

ability (Figs. 5–7). Characteristic scales and propagation

details of these and other events from PIES and satellite

data are presented in Baker-Yeboah (2008).

Case 1 is from 1 December 2003–1 March 2004, during

which a strong cyclonic event transits the array in the

baroclinic and barotropic fields (Fig. 5). The cyclonic

eddy is labeled C12 and C14 (the same eddy, encoun-

tering the array at different times) in the baroclinic field,

L13 in the barotropic field, and C12C14 in the lower,

plan-view, satellite panel. Both baroclinic and barotropic

signals have similar amplitudes of about 225 cm, which

combines to 250 cm of total SSH. Events in the baro-

clinic and barotropic fields are approximately in phase.

Both span a period of about two months. At any instant

in time, they span roughly 38–48 of latitude (l). There

was no IES between sites 1 and 2, which is indicated by

the gray hatched region between 32.38 and 33.18S in the

time–space plots of baroclinic and total SSH variability.

Case 2 is from 1 May 2004 to 1 July 2004, during which

two, primarily baroclinic, strong anticyclonic events,

labeled A13 and A14, transit the array (Fig. 6). They are

flanked by mixed baroclinic–barotropic lows, in which

the baroclinic field is not well represented by total SSH

but is less intense. The barotropic event H16 transited

the array along with A14. Together, they form a high in

the middle of the box (June 2004 event) and reach about

145 cm in the baroclinic fields and slightly more than

5 cm in the barotropic field, which gives a total SSH of

roughly 150 cm. The June 2004 event spanned a time

period of about 1.5 months and at any instant in time

spanned nearly 28 of latitude. The May 2004 event is out

of phase, with a baroclinic high positioned over a baro-

tropic low center (resulting in a combined SSH of less

than 150 cm), whereas the June 2004 event is in phase in

the baroclinic and barotropic fields. The May and June

2004 events are Agulhas rings, which are discussed fur-

ther in Baker-Yeboah (2008).

Case 3 is from 1 January 2005 to 1 April 2005, when

a strong barotropic anticyclonic event (H22) and a mix-

ture of baroclinic anticyclonic and cyclonic events cross

the array (Fig. 7). The baroclinic events have amplitudes

of 625 cm. The barotropic event reaches 130 cm. Un-

like the previous cases, the amplitudes, sizes, and pe-

riods of the barotropic and baroclinic events differ. The

total SSH suggests a single anticyclonic event (A22 and

H22), lasting about one month and spanning roughly 38

of latitude, but it is actually the sum of separate con-

stituent events. The other nearby baroclinic events last

for less than half a month and span only about 18 of

latitude. The barotropic event spans about one month

and almost 28 of latitude. The SSH components from

PIES clearly distinguish the separate baroclinic and baro-

tropic features that come in contact with and/or cross the

array during this time period.
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PIES and AVISO data show good agreement for all

three case studies, as illustrated by the similarity be-

tween panels (c) and (d) in each of these three case

studies (Figs. 5–7). The small differences between PIES

and AVISO total SSH data are addressed in Baker-

Yeboah (2008). We have restricted our attention to time

periods when the SSH variability exceeds 15 cm to focus

on mesoscale eddy variability, the topic of future studies

(see the subsection below). We have illustrated in the

current study that baroclinic and barotropic SSH vari-

ability can contribute equally to total SSH variability

within some mesoscale eddies in the southeast South

Atlantic, and that eddies in this region can have different

vertical structures. Although PIES data provide a parti-

tioning of SSH variability, these two measures of SSH

can be combined to give total SSH variability as mea-

sured via satellite altimetry.

d. On the significance and dynamical implications
of the observed structures

The two measurements from PIES data capture baro-

tropic and baroclinic contributions of mesoscale eddies

that can move independently or in concert. The time

series in Fig. 3 show barotropic and baroclinic highs and

lows that coincide and those that do not. The strong

highs are Agulhas rings or remnants of Agulhas rings

(Baker-Yeboah 2008), and some of these events exhibit

almost no barotropic signal. Agulhas rings near the

formation region off of South Africa can have mixed

barotropic–baroclinic velocity structure, as illustrated

FIG. 3. (a) SSH variability from PIES sites: h9bt (gray), h9bc (red), and h9PIES (black). The red curve is

often close to the black curve. The shaded regions highlight times during which h9bt can influence the total

sea level variability, when yRbt $ 0.25 and jh9PIESj $ 15 cm. (b) As in (a), but for sites 7–12.
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in Van Aken et al. (2003), who report the deep extent of

a ring’s mixed baroclinic–barotropic velocity structure.

That particular ring was younger, was located closer to

the formation region, and had not crossed the Agulhas

Ridge of seamounts; parts of the ridge system are shown

in the lower panel of Fig. 5. It is possible that crossing the

ridge alters the deep velocity signature of some Agulhas

rings. Strong cyclonic eddies of mixed baroclinic and

barotropic structure are also found in this region (e.g.,

the AVISO SSH maps in Figs. 5–7), and quantifying

their structure and vertical tilt can help understand how

they are generated. As illustrated in PIES baroclinic and

barotropic fields (see the previous subsection), meso-

scale eddy structures may be vertically aligned through

the water column, laterally offset with a vertical tilt, or

have different spatiotemporal evolution of their baro-

clinic and barotropic eddy structures as they translate.

Thus, the combined structure of the eddies illustrated in

the PIES data need not be equivalent barotropic.

The observed baroclinic and barotropic structures

suggest that a range of eddy dynamics exist in the Cape

Basin and lead to a number of dynamical issues for

FIG. 3. (Continued)
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further study. Note that the spatial scales for baro-

tropic motions are small compared to the barotropic

Rossby radius of deformation (;2000 km). The mixed

baroclinic and barotropic structure of these cyclonic and

anticyclonic eddies and how they compare to other ob-

servations of Agulhas eddies are discussed in more de-

tail in Baker-Yeboah (2008). That work demonstrates

the good agreement between altimeter and PIES SSH

estimates [as suggested by comparing panels (c) and (d)

in Figs. 5–7], uses the altimeter SSH data to map and

track the eddies that transit the ASTTEX array, and

addresses nonlinear eddy–eddy interactions of vertically

and laterally coupled behavior and eddy interaction with

topography. Based on observations presented herein,

a number of numerical simulations and process studies

are underway.

4. Sources of error in PIES SSH variability

Table 1 summarizes the sources of error in the PIES

data. Equations (A17) and (A18) clarify that the PIES

bottom pressures are not affected by the inverted ba-

rometer (IB) effect hIB, and hence contain no uncertainty

due to hIB contamination. However, in this work we have

neglected a small contribution in the IES measurements

of t due to hIB:

FIG. 4. SSH variance curves: total variance (black curve), baroclinic (solid gray curve), and

barotropic (dashed gray curve), and covariance plotted as 2cov (solid line with diamonds).

TABLE 2. Variance results showing the significance of both barotropic and baroclinic signals. DOF refers to the number of

degrees of freedom.

PIES site h9PIES rms (cm) h9bc rms (cm) h9bt rms (cm)
s2

bt

s2

s2
bc

s2

2cov

s2 DOFbt DOFbc

1 8 6 4 0.25 0.60 0.15 26 20

2 16 14 4 0.05 0.82 0.12 36 14

3 20 17 5 0.07 0.75 0.18 36 14

4 21 16 8 0.14 0.61 0.25 26 24

6 23 18 9 0.15 0.64 0.21 35 24

7 24 18 10 0.16 0.57 0.28 34 23

8 23 17 11 0.22 0.58 0.20 37 27

9 19 15 9 0.24 0.60 0.16 40 45

10 16 15 7 0.18 0.80 0.02 38 36

11 17 16 6 0.14 0.94 20.08 41 28

12 15 14 6 0.13 0.88 20.01 65 31
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t
IB

5 2
p

a
� P

a

r
s
gc

s

, (3)

because we do not have accurate measurements of

p
a
� P

a
. The surface layer sound speed is given by cs.

Equation (3) gives dtIB/dpa ’ 0.013 ms hPa21. For

fluctuations in pa of about 10-hPa rms, we get tIB ;

0.13 ms. Based on the distribution of water properties

(see Fig. 8 and section 5), the slope of the lookup curve

Df/Dt (Fig. 9) in centimeters per millisecond is ap-

proximately 2.5 cm ms21. Therefore, we estimate that

this contributes an rms error of 0.3 cm to h9bc (Table 1).

In principle the National Centers for Environmental

Prediction (NCEP) atmospheric pressure fields could be

used to make this correction. However, because mea-

surements of pa are sparse in the South Atlantic Ocean,

applying the NCEP pressure fields might simply increase

the total uncertainty of our measurements and thus they

were not used.

Surface waves cause scatter in the IES measurements

(t) with a standard deviation of ;2 ms (within hourly

groupings). Elevated significant wave height (SWH) is

known to increase scatter in t, but the detector design

avoids early or late bias, by two effects that tend to

cancel. The acoustic reflections off wave troughs tend

to shorten t. For example, an 8-m SWH would shorten

t by about 20.25 ms. This is offset in the PIES echo

detector and processing by higher ambient noise that

lengthens the detection of travel time. The two effects

counter each other and result in a net bias less than

10.05 ms (Table 1), which is small enough that we have

not determined a correlation to SWH. The 24 mea-

surements of t per hour were quartile sampled into

hourly values, which reduces the error to 2/
ffiffiffiffiffi
24
p

5 0.4 ms.

This error is reduced further with a 29-h low-pass filter

to 0.4/
ffiffiffiffiffi
29
p

5 0.08 ms—which is equivalent to 0.2-cm er-

ror in hbc using the functional spline-curve fit between

f4500 and t (Fig. 9).

Two instrumental errors are associated with the PIES

pressure measurements: drift in the pressure sensor cali-

bration and vertical mooring motion. After prestressing

TABLE 3. Results showing the importance of the barotropic com-

ponent: yB1 is the number of days when yRbt $ 0.25 and jh9PIESj $

15 cm. Here B2 is the number of days of large-amplitude events

where jh9PIESj $ 15 cm. The ratio yB1/B2 quantifies the fraction of

large-amplitude events for which the barotropic signal contributes

more than 25%.

PIES

site

yh9bt
yh9PIES

min
yh9bt
yh9PIES

max
yh9bt
yh9PIES

mean
yB1 (days)

(of 806 days)

yB1

B2

1 0.25 0.79 0.43 25 0.64

2 20.54 0.60 0.35 31 0.16

3 20.65 0.78 0.36 135 0.39

4 20.69 1.33 0.43 198 0.50

6 20.69 1.27 0.46 205 0.46

7 20.68 1.74 0.47 268 0.58

8 20.88 1.43 0.53 245 0.57

9 20.69 1.73 0.58 179 0.59

10 20.89 1.16 0.45 126 0.51

11 21.37 1.37 0.41 80 0.27

12 20.58 1.45 0.45 81 0.44

FIG. 5. Time–space plot of the 3-day low-pass-filtered (a) baro-

clinic and (b) barotropic components of SSH variability along the

ASTTEX line for 1 Dec 2003–1 Mar 2004. (c) Total SSH variability

[(a) 1 (b)] from 3-day low-pass-filtered PIES data. (d) SSH vari-

ability from Jason-1 alongtrack AVISO up-to-date data. Hatched

region along 32.38–33.18S indicates no IES data in field; (bottom)

AVISO SSH anomaly (cm) map.
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the pressure sensors for two months or longer prior to the

deployment, the pressure drift is typically ;10 hPa. After

fitting and removing a linear trend, we estimate the re-

sidual drift error, which was ;1 hPa (1 cm), similar to

that of Watts and Kontoyiannis (1990). The ASTTEX

PIES instruments did not require anchor stands, be-

cause the bottom currents were almost always less than

30 cm s21. The tether length was 0.5 m, and the mooring

vertical displacement was less than 0.2 cm.

The largest error in h9PIES derives from the conver-

sion of t to dynamic height f. Although measurements

of vertical acoustic travel time are generically labeled t,

after calibrating these measurements using Eqs. (A12)

and (A14), we use the more specific label of t*4500

(calibrated values). The lookup curve shown in Fig. 9

allows us to estimate f relative to 4500 dbar from t*4500.

To find f without extrapolation, the assembled his-

torical CTD data must represent the full range of ob-

served calibrated t*4500 values (Baker-Yeboah 2008)

from the PIES data, which is the case in this study. The

standard error estimate for f4500 is 0.55 m2 s22, which

is a 5.6-cm error for hbc relative to 4500 dbar. The

overall 5.6-cm rms uncertainty in hbc is small compared

FIG. 6. Same as in Fig. 5, but for 1 May–1 Jul 2004.

FIG. 7. Same as in Fig. 5, but for 1 Jan–1 Apr 2005.
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to the 80-cm dynamic range observed in the Agulhas

leakage region. The origin of this error, due to scatter

about the t-to-f lookup curve, is discussed in the fol-

lowing section.

5. Scatter in the lookup curve

The scatter about the t-to-f lookup curve arises when

profiles of temperature (potential temperature u) and

salinity (S) contribute slightly differently to inverse

sound speed (and its vertical integral t) than they do to

specific volume anomaly d (and its vertical integral f).

In the Cape Basin, the scatter is specific to the circula-

tion patterns and associated water masses within the

region. Sun and Watts (2001) noted that the uncertainty

is particularly large in this region because variations in

salinity are large and affect density.

To understand how water mass variations are related

to the t-to-f lookup curve in Fig. 9, we divided the t

range into a ‘‘warm section,’’ where a higher mean water

column temperature yields smaller t values and a ‘‘cold

section,’’ where a lower mean water column tempera-

ture yields larger t values. A relatively tight t–f re-

lationship exists in the warm section (at low t), with

4.5 cm rms uncertainty for t*4500 , 5.886 s. In contrast,

the rms uncertainty is 6.5 cm for the cold section: t*4500 .

5.886 s (large t).

In relation to Fig. 9, Fig. 8 presents examples of water

properties within a narrow t window of 3 ms within

the warm section (Figs. 8a–8c) and the cold section

FIG. 8. Water properties contrasted for two t groups: (a)–(c) t 5 5.880 6 0.0015 s and (d)–(f) t 5 5.899 6 0.0015 s. Potential tem-

perature vs salinity is shown in (a) and (d); (b),(e) potential temperature profiles; and (c),(f) specific volume anomaly profiles. Thick black

lines correspond to the fresher (diamond) and saltier (circle) outliers in Fig. 9.

DECEMBER 2009 B A K E R - Y E B O A H E T A L . 2603



(Figs. 8d–8f). Along the warm section, the u–S relation-

ship is relatively uniform from station to station (Fig. 8a),

as are the u profiles (Fig. 8b) and d profiles (Fig. 8c). The

thermocline is deep, with a weak thermostad near 108C,

uniquely identified as originating in the Indian Ocean

thermocline (Olson et al. 1992). This range of t and f

values exists in the southwestern Indian Ocean and the

Agulhas Retroflection, excluding stations north of the

ASTTEX array. Recall that the location of the ASTTEX

array was chosen to observe Agulhas rings shortly after

they pinch off from the Agulhas Retroflection loop

current. Consequently, we find that features with low

t values (warm portion) originate from the Agulhas

Retroflection and that along the ASTTEX line these

values indicate the presence of recently formed Agulhas

rings, which carry cores of warm salty water. The low

scatter of those profiles arises because u and S properties

have not yet interleaved with surrounding colder waters.

In contrast, the cold section of Fig. 9 exhibits greater

variety because of the presence of u and S profiles that

have similar t but different f values. In Fig. 8e, u profiles

are again narrowly distributed around a central profile

with relatively shallow thermocline. However, salinity

shows greater variability (cf. Figs. 8d and 8a). In par-

ticular, notice the two outliers in the cold section in Fig. 9:

one of high f (diamond) and one of low f (circle). These

two stations are displayed as bold lines in Fig. 8 (bottom

panels). The d profiles clearly illustrate that dynamic

height (area integral of d) differs for the two outliers,

even though their t values are nearly the same. Profiles

with large t values are commonly found both to the west

in the Cape Basin along the South Atlantic subtropical

front and to the east along the cool edge of the Agulhas

in the Indian Ocean. The saltier profile in Fig. 8 (see also

the station circled in Figs. 1 and 9) is of Agulhas origin,

and the fresher profile is from the subtropical front (see

also the diamond in Fig. 1 near PIES 12 and in Fig. 9).

Both regions serve as sources for water along the

ASTTEX line in the Cape Basin, and the presence of

these different water types increases the scatter in the

t–f relationship.

Some profiles in the cold section (large t side) in-

terleave waters from two different oceans at different

depths—for example, low-salinity Antarctic Intermediate

Water (AAIW) of Atlantic origin under or overlying

high-salinity thermocline waters of Indian origin. If the

thermocline layer is thicker than the AAIW layer (or

vice versa), then the d profile and its f will be most

FIG. 9. The t-to-f spline-curve fit used to determine steric height hbc 5 f4500/g from geo-

potential anomaly f. Each dot represents t*4500 and f4500 as computed from each CTD profile. The

thick dashed curves are 62s 5 1.1 m2 s22. Light-gray dotted curves represent 62s 5 0.9 m2 s22

for the high f, low t, warm portion of the curve; and 62s 5 1.3 m2 s22 for the low f, high t, cold

portion of the curve. The circled dot has a more saline profile compared to the diamond-enclosed

dot (fresher waters), although both have similar t values.
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influenced by the salinity values found in that respective

layer. The observed outliers on the t–f plot are from

profiles that differ on large vertical scales, whereas small-

scale interleaving would produce a relatively small effect

on vertical-integral quantities. Nonlinear eddies can play

an important role in such a water column process, and

merit further study.

The vertical integral of inverse sound speed is affected

differently from the vertical integral of specific volume

anomaly (Fig. 8f). Note that a cold eddy with a salty core

could have a f that is about 2s (2 3 6.5 5 13 cm) above

the t–f curve, which would give an SSH 13 cm lower

than estimated by hPIES. Similarly, a cold eddy with a

fresh core could have a f that is about 2s below the

central t–f curve, which would give an SSH 13 cm

higher than estimated by hPIES. Differences in water

masses produce variability orthogonal to the t–f curve

and add to the uncertainty in the PIES estimates of SSH.

Thus, using a central t–f curve in this region where

salinity profiles differ as illustrated can result in over- or

underestimates by PIES SSH.

Byrne (2000) and Byrne et al. (2006) use in situ mea-

surements of t from PIES and satellite altimeter mea-

surements of h in the Cape Basin to take advantage of

both the correlated and uncorrelated (orthogonal) in-

formation they provide, to estimate the temperature and

salinity properties independent of one another. Their

work is used for water property analysis. In the present

paper, we examine the correlated information only—

for analysis of SSH.

6. Summary and conclusions

PIES measurements provide a partitioning of SSH

variability into baroclinic and barotropic SSH. The

ASTTEX PIES measurements were used to quantify

these components in the eastern South Atlantic Ocean,

providing dynamical information on ocean variability

at hourly temporal resolution. The largest error in the

PIES-derived SSH is found to be from the lookup curve

used to convert the inverted echo sounder measure-

ments of acoustic travel time (t) to dynamic height (f):

4.5 cm for the warm section and 6.5 cm for the cold

section of the curve. Scatter in the t-to-f lookup curve

arises when temperature and salinity contribute differ-

ently to travel time than to density. These different con-

tributions are particularly strong in the Agulhas leakage

region of the eastern South Atlantic, where different

water masses from the Indian Ocean, South Atlantic

Ocean, and Antarctic Circumpolar region converge.

Unlike other regions, such as the Kuroshio region,

where pbot is thought to be relatively small (Teague et al.

1995), the barotropic component in the Cape Basin

plays a substantial role in the total SSH variability. Al-

though the baroclinic signal dominates the variance in

total SSH variability over the 27-month period of data

collection, during approximately half the time when the

SSH is large (.j15j cm), the barotropic contribution

is more than 25% of SSH variability. There are even

periods when the baroclinic contribution is negligible,

such that the SSH variability is primarily barotropic.

The barotropic component adds a comparable and in-

dependently varying SSH signal and should not be ne-

glected in this region when interpreting altimeter data.

The three case studies illustrated three diverse examples

observed during this study: one eddy with barotropic

and baroclinic eddy signals nearly aligned in the vertical,

and one case with primarily baroclinic signal, and one case

with comparably strong but primarily barotropic signal.
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APPENDIX

Method of Determining Total SSH from PIES Data

a. Barotropic and baroclinic SSH

This section discusses how PIES measurements are

used to determine SSH. The PIES data provide the two

dynamical components of SSH: a barotropic contribu-

tion due to variable mass loading and a baroclinic or

steric contribution due to variable density.

The PIES measurements are a function of latitude l,

longitude g, and time t. We represent SSH as h, PIES

bottom pressure as pbot, and PIES hourly acoustic travel

time as thourly:
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h(l, g, t) 5 h(l, g) 1 h9(l, g, t), (A1)

p
bot

(l, g, t) 5 P(l, g) 1 p9(l, g, t), and (A2)

t
hourly

(l, g, t) 5 t
hourly

(l, g) 1 t9
hourly

(l, g, t), (A3)

where we have separated these quantities into a time

mean with respect to the common deployment period of

the array of instruments (a 27-month period), indicated

by an overbar (2), and the time varying part, denoted by

prime (9).

Integrating the hydrostatic relation, we have

ðh9

�H

dz 5 �
ðp

a

pbot

1

rg
dp,

h9 1 H 5

ðpbot

P
a

1

rg
dp 1

ðP
a

p
a

1

rg
dp, and

h9 1 H 5

ðpbot

P
a

1

rg
dp 1

(P
a
� p

a
)

r
s
g

, (A4)

where p9a 5 pa � Pa is the variation in surface atmo-

spheric pressure relative to a mean P
a
. We approximate

P
a

as a constant, but actually it varies over time; in the

application to satellite data, P
a

is estimated as a global

ocean spatial average (AVISO and PODAAC 2006).

Here H is the mean ocean depth at one geographic lo-

cation (l, g), g is the local gravitational acceleration, rs

is the density in the surface layer, and r is the density in

the water column. The last term in Eq. (A4) expresses

the ‘‘inverted barometer’’ (IB) response (Doodson 1924;

Wunsch and Stammer 1997) and represents the isostatic

oceanic response to atmospheric pressure loads,

h
IB

5�
p

a
� P

a

r
s
g

. (A5)

This surface height adjustment to pa fluctuations would

by definition [Eq. (A4)] cause no change in ocean bottom

pressure. This oceanic response to atmospheric pressure

occurs when horizontal divergences in the water column

adjust the water column height and mass to compensate

for the pressure loads. This is not a compression of vol-

ume in the water column.

Wunsch and Stammer (1997), Ponte (1999), and Ponte

and Gaspar (1999) discuss additional dynamical responses

to atmospheric forcing under which sea level variations

are not isostatic and can contribute to pbot. The dynamic

responses include barotropic modes (long gravity waves

and Rossby waves) and internal modes (modified grav-

ity waves and modified Rossby waves) (Wunsch and

Stammer 1997). As we will discuss below, the PIES cap-

tures the entire spectrum of barotropic and first internal

mode variability, including these dynamic (i.e., non-

isostatic) responses to atmospheric forcing. Rearrang-

ing Eq. (A4) using Eq. (A5), we have

h9� h
IB

1 H 5

ðpbot

P
a

1

rg
dp. (A6)

Next, we show that this integral can be separated into

two contributions to displacements in the free surface—

hbt and hbc—as follows:

h9� h
IB

1 H 5

ðP

P
a

1

rg
dp 1

ðpbot

P

1

rg
dp,

5
1

g

ðP

P
a

[a(35, 0, p) 1 d] dp 1
(p

bot
� P)

r
b
g

,

(A7)

where the local gravitational acceleration approxima-

tion near the surface g 5 g(l, 0) accounts for the de-

pendence on latitude and neglects the vertical variation

of O(100) ppm in typical ocean depths. Equation (A2)

defines pressure P, and rb is the density in the bottom

layer, a is the specific volume, and d is the specific vol-

ume anomaly, given by

d 5 a(S, T, p)� a(35, 0, p).

The first integral on the right-hand side of Eq. (A7) can

be expressed as the sum of the mean standard ocean

depth Hso plus sea level change caused by geopotential

anomaly f
P

, which is calculated relative to P, treating

mean atmospheric pressure as zero, which is standard

practice,

H
so

5
1

g

ðP

P
a
50

a(35, 0, p) dp and
f

P

g
5

1

g

ðP

0

d dp.

Consequently,

h9� h
IB

1 (H �H
so

) 5
f

P

g
1

p
bot
� P

r
b
g

. (A8)

The first term on the right-hand side of Eq. (A8) varies

because of steric or density-related changes in sea level.

In addition, when mass per square meter of water

column height changes, there is a change in bottom

pressure. The second term on the right-hand side of

Eq. (A8) is an independent, nonsteric, part of SSH be-

cause of variable mass loading, which is equal to the

time-varying barotropic component of SSH, h9bt, where

we remove the mean, h9bt 5 hbt � hbt. Thus,

2606 J O U R N A L O F A T M O S P H E R I C A N D O C E A N I C T E C H N O L O G Y VOLUME 26



h
bc

5
f

P

g
and (A9)

h9
bt

5
p

bot
� P

r
b
g

, (A10)

where subscripts bc and bt indicate baroclinic and baro-

tropic, respectively.

Several previous studies have discussed SSH (after IB

correction) as the sum of steric and nonsteric compo-

nents resulting from the hydrostatic relationship (see,

e.g., Teague et al. 1995; Ponte 1999; Jayne et al. 2003).

Here, we apply the hydrostatic equation in pressure

coordinates, which offers the advantage of expressing

the two separate components hbc and h9bt in the manner

in which they are measured with the PIES instruments.

b. Converting PIES data into SSH variability

We convert the PIES pbot and thourly to h9bt and hbc.

The time varying term h9bt in Eq. (A10) is determined

directly from pbot, hourly measurements of bottom pres-

sure from the PIES instrument. Removing the mean

pressure as in Eq. (A2), p9 5 pbot � P. Then,

h9
bt

5
p9

r
b
g

. (A11)

The value P consists of a ‘‘leveling constant’’ (Baker-

Yeboah 2008) because of site-to-site differences in de-

ployment depth plus those site-to-site differences due

to the time-mean deep geostrophic velocity field. We

reference all the ASTTEX pressure records to the

4500-dbar level and use rb 5 1048.1 kg m23 (based on

ASTTEX CTD data relative to the 4500-dbar level) for

each leveled PIES record. This approximation for rb

introduces a compressibility-scale-factor error in h9bt of

at most 1.005 ’ 1, which is negligible. Further details

can be found in Baker-Yeboah (2008).

Next, we compute hbc. Previous studies (He et al.

1998; Hendry et al. 2002; Teague et al. 1995) have used

Eq. (A9) to convert PIES data to hbc. In comparison

with these works, we have augmented the PIES process-

ing, such that we remove the small contribution to thourly

from pathlength variations (2p9/rbgcb , 0.0003 s) asso-

ciated with h9bt, which occur throughout the frequency

spectrum. The acoustic travel time that varies purely from

internal changes in the water column is given by

t
bc

5 t
hourly

� 2p9

r
b
gc

b

, (A12)

where cb is speed of sound in the bottom layer and rb and

cb are calculated from temperature, pressure, and sa-

linity data collected during the ASTTEX deployment

and recovery cruises.

The tbc measurements in Eq. (A12) were used to de-

termine the time series term hbc via a procedure in which

geopotential anomaly f(t) is determined from a lookup

curve determined from regional hydrographic data. For

any deep pressure level at or below 4500 dbar, we treat

the contribution to f as a constant, fP � f4500 ’ constant:

independent of time and uncorrelated with t (Baker-

Yeboah 2008). Under this assumption, Eq. (A9) takes

the form

h
bc

5
f

4500

g
1 constant, (A13)

and we reference all the ASTTEX IES measurements

to this 4500-dbar reference level (to account for differ-

ences in site-to-site deployment depths, as in the case of

pressure measurements). The depths of the instruments

ranged from 4501 to 5260 dbar at sites 3–12, and the

depth was 1077 dbar at site 1 and 3954 dbar at site 2. For

site 2, we assume that the variability at 3954 dbar is the

same as that at 4500 dbar; however, site 1 is a special case

(Baker-Yeboah 2008).

We use a spline-curve fitting procedure to look up

geopotential anomaly as a function of acoustic travel

time, similar to the procedures of He et al. (1998). In

particular, the acoustic travel time index values were

calculated as t*4500, where

t
4500
* 5

1

g
o

ð4500

0

2

rc
dp,

in which a constant value go 5 9.80 m s22 is used, as in

Watts et al. (2001), to avoid the spatial dependence of g

and to allow us to combine CTD measurements from

different latitudes. The resulting IES lookup curve f4500

versus the index t*4500 is plotted in Fig. 9. The locations

are shown as black dots in Fig. 1 of the historical CTD

data that were used to calculate f4500 and t*4500 used to

produce this lookup curve. Although additional CTD

data (gray dots) were available, these did not typify the

water properties in the vicinity of the ASTTEX array

and therefore were not used.

At pressure levels deeper than the p 5 4500 dbar, the

velocity profile is nearly independent of depth; there-

fore, p9 at 4500 m is nearly identical to p9 at the bottom,

where it is measured by the PIES. Analysis of f4500 � fP

from historical CTD data confirms this assumption, as

the linear slope goes to zero for pressures deeper than

4500 dbar (Baker-Yeboah 2008).

The tbc time series measured by the PIES instrument

[Eq. (A12)] must be converted to the index t*4500, which
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allows us to consistently relate t measurements among

sites at different depths. This is done using the following

two relations:

t
bc
* 5

g

g
o

t
bc

and t
4500
* 5 At

bc
* 1 B, (A14)

where g is the local value of gravity at a PIES site as

a function of latitude and bottom depth (Baker-Yeboah

2008). The coefficients A and B are empirically de-

termined for each PIES site from coinciding CTDs, as

detailed in Baker-Yeboah (2008).

After this calibration [Eq. (A14)], the t*4500 time se-

ries at each PIES site can be used as an index to find the

time series of f4500 in the lookup curve in Fig. 9 and

thereby determine hbc from Eq. (A13). The time series

hbc can be separated into time-mean and variable parts

hbc 5 hbc 1 h9bc, where

h9
bc

5
f9

4500

g
. (A15)

Flowcharts and supplemental figures detailing the pro-

cessing steps used are presented in Baker-Yeboah (2008).

From this point forward, we focus on the temporal

variability in SSH and use the term SSH variability to

refer to the time-varying contribution to SSH after the

removal of the time mean relative to the period of ob-

servation. Rewriting Eq. (A8) using Eqs. (A9) and (A10)

gives

h9� h
IB

1 (H �H
so

)� (h
bt

1 h
bc

) 5 h9
bt

1 h9
bc

.

(A16)

The constant terms (H 2 Hso) and ðh
bt

1 h
bc
Þ cancel out

of the equation, and thus we are left with

h9� h
IB

5 h9
bt

1 h9
bc

, (A17)

which expresses SSH variability, after the IB correction,

as the sum of barotropic and baroclinic variability, where

h9bt was determined using Eq. (A11) and h9bc was de-

termined using Eqs. (A12)–(A15) along with the lookup

curve in Fig. 9. For the sake of simplicity, we can rewrite

Eq. (A17) in terms of total variability measured by a

PIES, h9PIES as

h9
PIES

5 h9� h
IB

5 h9
bt

1 h9
bc

. (A18)
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