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NOTES AND CORRESPONDENCE
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ABSTRACT

Effects of new drag coefficient ($C_d$) parameterizations on WAVEWATCH III (WW3) model surface wave simulations are investigated. The new parameterizations are based on a coupled wind–wave model (CWW) and a wave tank experiment, and yields reduced $C_d$ at high wind speeds. Numerical experiments for uniform winds and Hurricane Katrina (2005) indicate that the original $C_d$ parameterization used in WW3 overestimates drag at high wind speeds compared to recent observational, theoretical, and numerical modeling results. Comparisons with buoy measurements during Hurricane Katrina demonstrate that WW3 simulations with the new $C_d$ parameterizations yield more accurate significant wave heights compared to simulations with the original $C_d$ parameterization, provided that accurate high-resolution wind forcing fields are used.

1. Introduction

Accurate forecasts of extreme wind waves associated with hurricanes are of great importance for minimizing the loss of life and property in maritime and coastal areas. In recent years considerable efforts have been made to improve the skill of ocean wave modeling under hurricane conditions (Moon et al. 2003, hereafter M03; Chao et al. 2005, hereafter C05; Tolman et al. 2005, hereafter T05; Tolman and Alves 2005, hereafter TA05), but several issues still remain unresolved. One of the major issues is the difficulty in producing accurate high-resolution wind inputs that resolve rapidly varying wind structure in time and space near the hurricane core. In previous studies dealing with wave simulations, hurricane wind fields were computed either empirically, by using surface wind data at fixed radii from the storm center in four quadrants provided by the National Hurricane Center (NHC; M03), or directly, by computation from global atmospheric or hurricane prediction models (C05; T05). Because of the insufficient spatial resolution, these methods have limitations in describing detailed and accurate wind structures and often yield underestimated wind forcing near the hurricane’s eyewall (C05; T05).

Another important issue is accuracy in parameterization of wave growth for high wind speeds inside the wave model. Wave growth rates scale with the corresponding friction velocity or drag coefficient (Tolman and Chalikov 1996). The present drag coefficient ($C_d$) parameterization used in the operational WAVEWATCH III (WW3) model is based on observations in low to moderate wind conditions and yields increased $C_d$ with increasing wind speed (WAMDI Group 1988; Tolman 2002). However, recent observational, laboratory, theoretical, and modeling studies suggest that $C_d$ ceases to increase with wind speed for high wind speeds (Powell et al. 2003; Donelan et al. 2004, hereafter D04; Emanuel 2003; Moon et al. 2004a,b,c). Recently, a new $C_d$ parameterization has been suggested based on a coupled wind–wave model (CWW; Moon et al. 2007),...
which also shows that the neutral $C_d$ levels off under hurricane winds.

As demonstrated in Moon et al. (2004b), the operational WW3 significantly overestimates $C_d$, and hence overestimates wave growth rates at high winds. The effect of the overestimated drag on wave growth leads to overestimation of simulated wave heights (C05; T05; TA05). However, most wave forecast models demonstrate reasonable performance for high winds, apparently resulting from the mutual compensation of underestimated wind input and the overestimated surface drag.

The main objective of this study is to investigate the impacts of the reduced $C_d$ on WW3 wave simulations under high winds and hurricane conditions using the $C_d$ parameterizations of Moon et al. (2004a) and D04. To reduce biases caused by inaccurate wind input, high-resolution wind fields are produced using the Hurricane Research Division (HRD) tropical cyclone observing system (Powell et al. 1998) from the National Oceanic and Atmospheric Administration (NOAA). WW3 simulations are performed using both the operational and new $C_d$ parameterizations under uniform winds and hurricane winds.

A brief outline of the WW3 model and the parameterizations of $C_d$ are introduced in section 2. Sections 3 and 4 describe experimental designs and specifications of hurricane wind forcing, respectively. Results are discussed in section 5, and the summary and conclusion are given in the last section.

2. Parameterization of the drag coefficient in WW3

WW3 is a third-generation surface wave model that has been extensively validated for global and regional wave forecasts (Tolman 2002; T05). The drag coefficient parameterization in WW3 is based on Tolman and Chalikov (1996), in which $C_d$ at a given reference height (here, 10 m) is expressed as

$$C_d = 10^{-3} \left( 0.021 + \frac{10.4}{R^{1.23} + 1.85} \right),$$

with

$$R = \ln \left( \frac{10g}{\chi u_{e10}^2} \right),$$

where $\chi$ is a constant value (0.2), $u_{e10}$ is an effective wind speed at 10-m height, and $\alpha$ is the nondimensional energy level at high frequencies, which is expressed in terms of the wave age ($cp/u_*$).

Here, $u_*$ is the friction velocity and $c_p$ is the phase speed at the peak frequency. For fully grown seas this parameterization is similar to the commonly used bulk parameterization with a constant Charnock coefficient. However, it yields higher drag for younger waves at any given wind speed, and is consistent with the empirical parameterizations by Donelan (1990) and Drennan et al. (2003).

In this study we investigate how the predicted wave field is modified when the wind input parameterization in WW3 is replaced by the new $C_d$ suggested by Moon et al. (2004a, b) and D04. In the CWW of Moon et al. (2004a,b) the complete wave spectrum is first constructed by merging the WW3 spectrum in the resolved frequency range (vicinity of the spectral peak) with the spectral tail parameterization of Hara and Belcher (2002). The result is then incorporated into the wave boundary layer model (Hara and Belcher 2004) to explicitly calculate the wave-induced stress vector, the mean wind profile, and $C_d$ over any given complex seas. This $C_d$ is used in the wind input parameterization at the next time step in the WW3.

3. Experimental design

Two kinds of experiments are designed to investigate the effect of three different parameterizations of $C_d$ (original, CWW, and D04 parameterizations) on wave modeling. First, idealized experiments under spatially homogeneous winds from 10 to 60 m s\(^{-1}\) are performed, assuming that northward winds blow over the model domain of 3000 km $\times$ 1500 km (in latitude and longitude direction) with 2000-m water depth. Second, real-case experiments for Hurricane Katrina (2005) are conducted. For real-case experiments, the results of three wave simulations using the original, CWW, and D04 wind input parameterizations are compared. As described earlier, because the three sets of experiments are identical, except for using different $C_d$ parameterizations, the wave model parameters used in all of the experiments are identical, as follows: 1800 s (time step and wind input interval), 24 directions (directional resolution), and $\frac{1/2 \times 1/2}{1/12} \times \frac{1/2 \times 1/2}{1/12}$ (spatial grid resolution). The wave spectrum is discretized using 40 frequencies extending from 0.0285 to 1.1726 Hz (a wavelength of 1.1–1920 m), with a logarithmic increment $f_{n+1} = 1.1 f_n$, where $f_n$ is the $n$th frequency. Simulated significant wave heights and input winds are compared with measurements from the National Data Buoy Center (NDBC) for validation.
4. Hurricane wind field specification

High-resolution hurricane surface wind fields in this study are produced using the HRD tropical cyclone observing system (Powell et al. 1998). The HRD winds are routinely provided at interval of every 3 or 6 h, with the spatial resolution of about 6 km around the hurricane’s center. The wind data in gridded form are available from the HRD Web site for all hurricanes in the Atlantic basin since 1994 (online at http://www.aoml.noaa.gov/hrd/data_sub/wind.html). The following four steps are taken to construct input wind fields into WW3: First, for every HRD wind snapshot, radial wind profiles are calculated at a 5° interval around the hurricane center. Second, the radial wind profiles are interpolated from 3 (or 6)-h intervals to 30-min intervals. Third, the locations of hurricane’s center are interpolated at 30-min intervals. Fourth, two-dimensional wind fields are generated by spatial (azimuthal) interpolation of the radial profiles. This method yields more accurate hurricane wind fields than those produced using the NHC wind data at a few fixed radii in four quadrants of the hurricane (M03). The computed winds for Hurricane Katrina are compared with measurements in the next section.

5. Results and discussions

The idealized experiment with spatially homogeneous winds has been performed using the original and CWW wind input parameterizations. In the experiment, a central point at the northern part of the domain, where the effect of the model boundaries is negligible, is selected to obtain the mean wave parameters. Simulated significant wave height ($H_s$) at different wind speeds are presented after 6 and 72 h from the onset of wind (Fig. 1a). For 10 m s$^{-1}$ wind speed, $H_s$ becomes constant within 72 h, indicating that the wave field becomes fully developed by that time. For higher wind speeds the wave fields are still developing after 72 h. The figure shows that after 72 h (solid lines) the difference in $H_s$ between the two $C_d$ parameterizations becomes larger with increased wind speed, reaching 15 m at a wind speed of 60 m s$^{-1}$. This is mainly attributed to the reduced $C_d$ (or friction velocity, $u_*$) with the CWW parameterization at high wind speeds (Fig. 1b). As reported by Moon et al. (2004a), at high wind speeds the CWW predicts lower drag as waves become younger, while the original parameterization predicts higher drag for young seas. At 6 h (dashed lines), the difference in $H_s$ is relatively small (less than 3% reduction) even if the difference of $u_*$ is significant (up to 30% reduction). This is likely because the accumulated effect of the reduced $u_*$ is still small at this stage.

The scatterplot of $C_d$ as a function of the wind speed at 10-m height obtained using CWW (gray dots) and original (black dots) parameterizations for Hurricane Katrina. Model outputs at all grid points every 6 h are used for this scatterplot. The dashed line represents a constant Charnock coefficient ($z_{ch} = 0.0185$); a solid line represents a parameterization based on D04.
inant, CWW produces a much lower $C_d$, while the original parameterization predicts a much higher $C_d$. Results of CWW are similar to those of D04 based on the wave tank experiments. A constant Charnock coefficient ($z_{ch}/H_{1/10}$ = 0.0185, dashed line), which is widely used in atmospheric models, lies between the two models. An interesting point is that the original parameterization sets an upper limit of $C_d$ (mostly at high wind speeds with young waves) for model stability. This fact further suggests that the original parameterization overestimates $C_d$ at high winds.

The swath pictures of $H_s$ for Katrina are shown in Fig. 3. The figure represents maximum values at each grid point throughout the hurricane passage. It is seen that the highest waves (about 16.5 m) are found from the WW3 simulation using the CWW parameterization when the hurricane approaches shallow seas before making landfall (Fig. 3a). Larger differences between the two models (original − CWW) appear to the right of the hurricane along its track. The difference is as large as 3 m near the region where the highest waves occur (Fig. 3b). In this figure, results at shallow-water seas below 30-m depth are removed because of limitations of the resolving depth in the wave model.

When the difference is the largest (0600 UTC 29 August), sea surface directional wave spectra are compared at the right and left points (see Fig. 4) along the radius of the maximum wind speed (RMW), as seen in Fig. 5. The spectral shapes produced from three parameterizations (original, CWW, and D04) appear to be similar, that is, the wave spectra to the right of the hurricane are narrow; the wave spectra to the left are wide and spreading. But, the simulated peak wavenumber and significant wave height from the original model is much higher than those from the CWW and D04 parameterization, probably due to the overestimated $C_d$. In particular, the difference is larger to the right of hurricane than to the left. Overall results from the CWW and D04 are very similar.

The model-simulated $H_s$ and winds are compared with measurements at four buoys and one Coastal-Marine Automated Network (C-MAN) station (see Fig. 3a) along the track of Hurricane Katrina (Table 1 and Fig. 6). The comparison of winds (Fig. 6a) shows that the computed and observed speeds/directions are in very good agreement with the root-mean-square (rms) errors of 1.74 m s$^{-1}$ in speed and 11° in direction. With this accurate wind forcing, the WW3 simulation at buoy 42040 (Fig. 6b) with the original $C_d$ parameterization overestimates $H_s$ by about 1.5 m throughout the hurricane passage, while the simulation with the CWW and D04 $C_d$ parameterization yields much reduced errors. The comparison at all five measurement locations also shows significant improvement (Table 1).
From WW3 simulations during Hurricane Isabel, T05 found that underestimated wind input produced a realistic wave height near the hurricane core, likely because the drag coefficient was overestimated. This implies that wave heights would be overestimated when accurate wind fields were used in WW3. Our simulations indeed demonstrate that WW3 with the original $C_d$ parameterization forced by accurate wind fields overestimates the significant wave height, and that the combination of the accurate wind forcing and the new $C_d$ parameterizations yields more accurate wave fields.

6. Summary and concluding remarks

The present drag coefficient ($C_d$) parameterization used in the WAVEWATCH III (WW3) model is based on observations in low to moderate wind conditions and yields increased $C_d$ with increasing wind speed. However, recent observational, laboratory, theoretical, and modeling studies for high wind speeds (>30 m s$^{-1}$) suggest that $C_d$ ceases to increase with wind speed. Three recent publications (C05; T05; TA05) point out

<table>
<thead>
<tr>
<th>Mean error</th>
<th>Rms error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wind Speed</td>
<td>0.75 1.74</td>
</tr>
<tr>
<td>Direction</td>
<td>1.84 10.94</td>
</tr>
<tr>
<td>Significant wave height</td>
<td>1.51 1.71</td>
</tr>
<tr>
<td>Original</td>
<td>CWW (m) 0.37 0.96</td>
</tr>
<tr>
<td>D04 (m)</td>
<td>0.38 0.98</td>
</tr>
</tbody>
</table>

TABLE 1. Mean and rms errors between buoy and models (original, CWW, and D04 parameterizations) for wind speed, wind direction, and significant wave heights. Comparisons are made at five locations along the track of Hurricane Katrina (Fig. 3a).
that the overestimated $C_d$ used in WW3 may contribute to errors in operational wave forecasts at the National Centers for Environmental Prediction (NCEP), particularly at extreme wind events.

The present study investigated the impact of new $C_d$ parameterizations on WW3 simulations. The new parameterizations are based on the coupled wind–wave model (CWW; Moon et al. 2004a,b,c) and the wave tank experiment (D04), and yields reduced $C_d$ at high winds. The WW3 simulations were performed for uniform winds and Hurricane Katrina with both the original and the new $C_d$ parameterizations. The calculated $C_d$ with the original parameterization increases significantly as wind speeds increase, resulting in overestimation at high wind speeds, while the $C_d$ with the new parameterizations levels off at high winds, consistent with recent results (Powell et al. 2003; Emanuel 2003).

With uniform wind forcing applied for 72 h, the significant wave height is not affected at 10 m s$^{-1}$ wind speed, but is reduced by as much as 15 m at wind speeds of 60 m s$^{-1}$ in the CWW parameterization. For Hurricane Katrina, high-resolution wind fields from the HRD tropical cyclone observing system were utilized. The largest decrease (3 m) in $H_s$ appears to the right of the hurricane track where the highest waves occur. Comparisons with measurements show that the CWW and D04 parameterizations yield more accurate $H_s$ than the original $C_d$ parameterization, provided that accurate high-resolution wind forcing is used.

This study demonstrates that the combination of the new $C_d$ parameterizations and the accurate high-resolution wind forcing may greatly improve the prediction of surface waves in hurricane conditions. However, only the one hurricane case has been investigated in this study. Effects of the reduced $C_d$ on WW3 may appear differently in other hurricane cases. More real-case experiments will be necessary to substantiate the results reported here.
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