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Abstract

Prediction of underwater explosion response of coated composite cylinders using machine learning (ML) requires a large, consistent, accurate, and representative dataset. However, such reliable large experimental dataset is not readily available. Besides, the ML algorithms need to abide by the fundamental laws of physics to avoid non-physical predictions. To address these challenges, this paper synergistically integrates ML with high-throughput multiscale finite element (FE) simulations to predict the response of coated composite cylinders subjected to nearfield underwater explosion. The simulated responses from the multiscale approach correlate very well with the experimental observations. After validation of the multiscale approach, a representative and consistent dataset containing more than 3800 combinations is developed using high-throughput multiscale simulation by varying the fiber/matrix/coating material properties, coating thickness as well as experimental variables such as explosive energy and stand-off distance. The dataset is leveraged to predict the response of coated composite cylinders subjected to nearfield underwater explosion using a feed-forward multilayer perceptron-based neural network (NN) approach which shows excellent predictions. Overall, the synergistic approach powered by physics-based simulations presented here can potentially enable materials scientists and engineers to make intelligent, informed decisions in the purview of innovative design strategies for underwater explosion mitigation in composite structures.
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1. INTRODUCTION

Throughout the twenty-first century, the use of polymer composites in marine structures has grown rapidly owing to their high specific stiffness, strength, superior corrosion resistance, low infrared, magnetic, and radar cross-sectional signatures when compared to conventional metal alloys. As the naval vessels are designed to sustain high-intensity blast waves toward mission capability [1], it becomes imperative to study the high strain rate response of such composite structures. The techniques for blast mitigation toward absorption, disruption, and reduction of blast waves can be broadly categorized into increased impedance mismatch (resulting from stress wave reflection at the interface of protective materials and structures) [2–4], sacrificial claddings (impulse transformation for reducing stress transfer and increased duration of load application) [5–8], geometrical arrangements (resulting in redirecting blast waves away from structure) [9,10] and blast wave disrupters brought about by barriers between blast wave and structure [11,12]. In the purview of the maritime defense industry, polymer composite structures with impedance mismatch (for instance sandwich composites) and claddings have been shown to mitigate blast loads efficiently [13–15]. The performance of these composite structures is commonly evaluated in terms of the out-of-plane and in-plane behavior, particularly the displacements and particle velocity which can quantify the energy dissipation. In order to evaluate blast mitigation performance of composite structures subjected to underwater explosion (UNDEX) events, fluid-structure interaction (FSI) studies form an integral part. In a bid to increase blast mitigation efficiency, elastomeric coatings over composite structures have garnered significant attention in recent years [8,16]. The rate-sensitive behavior of such polymers introduces non-linear response and dispersive wave propagation in the structures.

While understanding the fundamental composition-property relationships at several interactive length scales are extremely crucial toward the efficient design of high-performance underwater composite structures for enhanced explosion mitigation, complex hierarchical characteristics of laminated polymer composites and its minute structural/behavioral intricacies at multiple hierarchical length scales makes it exceedingly challenging to elucidate such relationships experimentally. A few studies have performed numerical simulations toward the prediction of the near field underwater explosion response of composite structures [8,16–18]. While these studies are focused on macro-scale structural response evaluation, significant strides have to be made to develop holistic approaches linking hierarchical material behavior at multiple interactive length scales to macro-scale structural responses to enable comprehensive tuning of composite structures at various targeted hierarchical length scales for efficient underwater explosion mitigation. Toward this end, numerical simulations integrating multiple interactive length scales to the macro scale can serve as an efficient tool. However, multiscale finite element simulation models with regard to predicting the near field underwater explosion response of composites are computationally expensive
because of hierarchical intricacies at multiple length scales. To alleviate such computational burden, computationally efficient and user-friendly Machine Learning (ML)-based predictive tools can be implemented. Such ML-based predictive models can be used as a starting point toward enabling the development of simple and user-friendly materials design tools that can be easily leveraged by designers and decision-makers for widespread application of these emerging coated composite materials against underwater explosion event. However, design of composite materials and structures for efficient underwater explosion mitigation using ML presents various well-established challenges. First, ML approaches would require an accurate, consistent, and representative large dataset. Such large experimental data for near field underwater explosion response of composite structures are limited given the complexity in laboratory or real-scale testing. Second, owing to the black-box nature of ML techniques such as neural network [19], its indiscriminate use can lead to non-physical solutions [20,21].

To overcome these limitations, this paper forwards a viable strategy through synergistic integration of high-throughput multiscale numerical simulations with ML for prediction of underwater explosion response of coated composite cylinders. Owing to the intricate nature of near-field loadings that lead to localized damage in the composites, this study implements a multi-scale rate-dependent predictive approach that accounts for the inherent heterogeneity of the structure at multiple hierarchical length scales. This high-throughput multiscale simulation approach is leveraged to obtain a large dataset of composition-dependent underwater explosion responses of composite cylinders. Moreover, the response obtained from multiscale numerical simulation approach are also validated with experimental observations. Hence, such high throughput multiscale simulation-based data generation follows the fundamental laws of physics and helps to circumvent various challenges related to obtaining non-physical solutions. Neural network (NN) is chosen here in this paper primarily because of its potential high accuracy of prediction as demonstrated by several materials-design studies [22,23]. Although NN yields high prediction-accuracy, its interpretability has been challenging and its ability to provide new physical insights has been limited [21,24]. Toward this end, in this paper, we have adopted a recent approach called SHapley Additive exPlanations (SHAP) [25,26] to interpret the results obtained from NN. Overall, the synergistically integrated high-throughput multiscale FE simulation and ML-based approach presented here has a high potential of generating new knowledge which will enable materials scientists and engineers to make intelligent, informed decisions regarding the selection of compositions as well as features of underwater composite structures for efficient explosion mitigation and thus accelerate their acceptance and utilization.

2. EXPERIMENTAL RESPONSE EVALUATION

This section briefly describes the UNDEX experiments which involve a large tank (see Figure 1) hosting the explosive event and high-speed cameras for the evaluation of the structural response using digital image
correlation (DIC). Pressure sensors and DIC enable quantification of the transient response of the cylinders. The experimental setup and techniques have been adequately detailed in the authors’ previous publications [8,16]. The objective of carrying out the experiments is to have the predictive model correlated with the experimental observations for an RP-503 charge placed at a standoff distance of 5.08 cm from a polyurea coated cylinder. The cylinder configuration (see Figure 1) has a wall thickness of 1.14 mm, length 40.6 cm, and outside diameter of 7.44 cm while the coating thickness is 1.9 mm. A brief description of the experimental method is provided hereafter.

2.1 Experimental Method

The experiments for the explosive event are carried out in a large diameter (2.1m) water-filled cylindrical pressure vessel with an array of windows facilitating viewing and recording of experiments with cameras. The laminated cylinder has a laminate schedule of 0 and 45 plies stacked in a 0/45/45/0 configuration.

Figure 1. (a) Schematic representation of the experimental setup (b) Support wire-cage with pressure sensors and charge (c) 3D view of the experimental tank

The cylinder is suspended with tensioning cables that restrict rigid body translation during loading. A combination of three high-speed video recorders (each capturing frames at 36000 fps) FastCam SA1 was used to capture the profile and a stereoscopic view of the event under illuminated conditions. Random speckles on white painted cylinders facilitate DIC on the cylinders on post-processing of the captured frames using the VIC-3D software [27]. The pressure sensors used are PCB 148A05 tourmaline dynamic sensors recording at a sampling rate of 2 MHz. A wire support cage secures the pressure sensors and explosive (see Figure 1(b)). It is to be noted that the cylinders are sealed against water ingress by ensuring sealed contact with the endcaps. Figure 1 (c) shows the 3D view of the experimental setup with the cylinder suspended inside the tank.
2.2 Experimental Results

The experiments carried out on water-submerged cylinders are analyzed hereafter for the pressure and DIC-enabled displacement histories. These observations enable validation of the simulation framework as described later in Section 3.2.3. The pressure sensors, as shown in Figure 1 are mounted on the near charge face and the far-face. The pressure-time histories of the charge are shown in Figure 2 on the charge-side and far-side of the cylinder. It is to be noted that the pressure-time history shown in Figure 2 corresponds to the initial stage before cavitation sets in since the evaluation of displacements using DIC was possible till that stage. Hence the pressure-time history shown here does not represent the reflected pulses and bubble collapse as excessive displacements during those stages make it challenging to obtain meaningful correlations between frames so as to obtain full-field displacement using DIC. The center-line displacement of the near-field of the cylinder is shown in Figure 3 (a) for coated and uncoated configurations at 1 ms. Figures 3 (b) and (c) show the displacement contours at 2.25ms for a standoff distance of 2.54 cm and 5.08 cm respectively.

![Figure 2. Pressure-time histories on near-face and far-face of the cylinder for a representative RP-503 charge placed at a standoff distance of 5.08 cm](image-url)
Figure 3. Radial Displacements: (a) Along the central length for coated and uncoated configurations at 1ms; Radial Displacement Contours at 2.25ms for a stand-off distance of (b) 2.54 cm and (c) 5.08 cm. A and C show uncoated configurations whereas B and D represent coated cylinders.

The radial displacement of the center lines on the cylinder configurations (uncoated for A and C; coated for B and D (see Figure 3)) are observed for the loading events till DIC was possible as explained earlier. As observed from the displacement contours, for both standoff distances (2.54 cm and 5.08cm), the coated configurations show a significantly lower displacement as compared to the uncoated cylinder. This proves the effectiveness of the coating in mitigating the effects of near field explosion. The experimental observations obtained here are compared later with predicted responses from multiscale numerical simulations for verification and validation of the numerical models.

3. MULTISCALE NUMERICAL SIMULATION TO OBTAIN LARGE DATASET

3.1 Multiscale Simulation Approach

Prediction of near field underwater explosion response of coated composite cylinders requires rate-dependent mechanical properties of the constituent laminates and the coating. While the stiffness and strength for the constituents can be obtained experimentally under static or dynamic conditions, the choice of multi-scale analysis provides a reliable and flexible method for strength and stiffness prediction by accounting for the distinct characteristics of the constituents under various loading scenarios under high strain rates. Thus, the implementation of multiscale approach helps improve the robustness of the overall predictive framework by reducing the dependence on the experimental inputs. Moreover, multiscale approach is integrated with the machine learning strategy by facilitating large dataset generation. The
forthcoming subsections detail the hierarchical multiscale material structure as well as the simulation approach.

3.1.1 Material structure at multiple length scales

To obtain a large dataset for the dynamic performance of laminated composite cylinders subjected to nearfield underwater explosion, this paper implements a multiscale numerical simulation strategy that facilitates information exchange between the macroscale laminated cylinder, the mesoscale woven unit cell, and the micro-scale hexagonal fiber-matrix unit cell. The dataset, generated using a multiscale numerical simulation approach, is used later for ML-based performance prediction of composite cylinders subjected to nearfield explosion. A brief description of the adopted interactive length scales for response evaluation is presented here in Figure 4.

Figure 4. Material structure at multiple interactive length scales: (a) RVE for yarns at the microscale: three-phase hexagonal yarn unit cell containing fibers embedded in the matrix and the fiber-matrix interface elements (b) Yarn cross-over within the plain weave unit cell at mesoscale and mesoscale plain weave unit cell containing the yarns and the matrix; (c) Sectional top view of the macro-scale composite cylinder model with multi-material groups and full macro-scale model configuration for FSI UNDEX simulation for an explosive charge at a standoff distance equaling 5.08 cm. It is to be noted that the radial distance of the fluid domain boundary from the cylinder surface is ~2.54 times the standoff distance for simulating non-reflecting boundary conditions, and (d) enlarged view of interface nodal connections at yarn-matrix (mesoscale) interface and fiber-matrix interface (microscale).

The multiscale analysis starts at the micro-scale unit cell (Figure 4(a)) of yarns containing fiber inclusions, matrix, and the fiber-matrix interface elements. The homogenized moduli and strength obtained from the micro-scale analysis are used as inputs for the yarn behavior in the mesoscale where the yarns are embedded in matrix pockets with cross-overs representing a 2x2 plain weave (Figure 4(b)). The yarns are treated as
unidirectional laminates with yarn-yarn and yarn-matrix interfaces. It is to be noted that since 2x2 plain woven fabrics are considered in the study, the ply behavior is transversely isotropic although the framework is capable of modeling unbalanced fabrics. The composite rate-dependent moduli and strengths obtained from the mesoscale simulations pertaining to tension, compression, and shear are used as inputs for the simulation of the dynamic response of macroscale composite cylinder (Figure 4(c)) subjected to nearfield underwater explosion. In particular, the rate-dependent homogenized behavior from the mesoscale serves as input to the homogenized shell representing a ply. The plies are stacked in defined orientations and the interlaminar characteristics are implemented. Finally, a solid coating with rate-dependent characteristics is implemented at the exposed surface of the cylinder. The configuration is thereafter modeled in a surrounding fluid domain with an explosive charge and subjected to a near-field explosion. The nodal connectivity at meso- (yarn-matrix surface interaction) and micro-scale (fiber matrix cohesive elements) are shown in Figure 4(d). The parallax view of the terminal nodes of the yarn and the matrix appears to be non-adjacent in Figure 4(d) because of the curved nature of the terminal surface of the yarns. Although this paper implements coated cylindrical geometry for the model, the simulation approach can handle any type of geometries designed based on various functional requirements. The following sub-sections elaborate the numerical approaches at each length scale in the multi-scale framework.

3.1.2 Numerical approach at micro-scale

The salient features for a micro-mechanical analysis are provided hereafter.

3.1.2.1 Geometry Generation and Boundary Conditions

The representative hexagonal unit cell (160 μm x 160 μm x 270 μm) of the periodic fiber arrays within the tows of the weave, is shown in Figure 4 (a). Any further increase in the size of the unit cell resulted in an insignificant change in the obtained responses. The diameter of glass fiber is 20μm [28]. Periodic boundary conditions (PBCs) [29,30] are implemented for uniaxial (tension/compression) and shear loadings. PBC implementation process is adequately detailed in the authors’ previous publications [29,30]. A brief description of the PBC application is mentioned herewith for ease of reference. Periodic hex-dominated mesh is generated on the geometry and the resulting nodes are divided into sets of face nodes, edge nodes, and corner nodes for application of suitable constraints as described in [31]. For any pair of nodes $A$ and $B$ lying on parallel boundary surfaces of the unit cells, their relative displacements ($u_i$) along $x$, $y$ and $z$ directions denoted by $i = x, y, z$ are shown in Equation 1 [32].

$$u_i^A - u_i^B = \epsilon_{avg} \Delta x_k$$  \[1\]
where $\epsilon_{avg}$ is the average strain in the unit cell and $\Delta x_k$ is the position vector connecting the nodes A and B lying on parallel boundary surfaces. Under such conditions, traction and displacement continuities are maintained for parallel surfaces, as demonstrated in [33]. Periodic boundary conditions serve as an effective tool for property prediction in systems with embedded inclusions. For such systems with multiple planes of symmetry, the efficiency of periodic boundary conditions are described in [34].

### 3.1.2.2 Rate dependent plasticity of matrix

The constitutive behavior of polymer matrices should account for the rate-dependent inelastic behavior and the load cases (tension/compression/shear). The total strain ($\varepsilon_{ij}^T$) is composed of elastic ($\varepsilon_{ij}^E$) and inelastic ($\varepsilon_{ij}^I$) strains. The total stress ($\sigma_{ij}^T$) is divided into hydrostatic ($\sigma_{kk}^{hyd}$) and deviatoric ($\sigma_{ij}^{dev}$) components. Hereafter, $J_2$ denotes the second invariant of the deviatoric stress tensor $\sigma_{ij}^{dev}$. The formulations of the material behavior are characterized by the inelastic strain rate tensor $\dot{\varepsilon}_{ij}^I$ in terms of material constants $D_0$ and $n$; state variables $Z$ and $\alpha$ as per Equation 2 [35,36].

$$\dot{\varepsilon}_{ij}^I = 2D_0 \exp \left[ (-0.5) \left( \frac{Z}{\sigma_e} \right)^2 \right] \left( \frac{\sigma_{ij}^{dev}}{2\sqrt{J_2}} + \alpha \delta_{ij} \right) \quad [2]$$

Where effective stress $\sigma_e = \sqrt{3(\sqrt{J_2} + \alpha \sigma_{kk}^{hyd})}$ and $\delta_{ij}$ is the Kronecker delta. The material constant $D_0$ represents the maximum inelastic strain rate while $n$ controls the rate dependency. The state variables $Z$ and $\alpha$ correspond to the internal stress states and hydrostatic stress effects respectively. The deviatoric component of the inelastic strain rate $\dot{\varepsilon}_{ij}^I$ is denoted by $\dot{\varepsilon}_{ij}^I$ and defined as per Equation 3.

$$\dot{\varepsilon}_{ij}^I = \dot{\varepsilon}_{ij}^I - \frac{\dot{\varepsilon}_{kk}^I}{3} \delta_{ij} \quad [3]$$

Where $\dot{\varepsilon}_{kk}^I$ is the sum of the diagonal components of the $\dot{\varepsilon}_{ij}^I$ tensor or the hydrostatic component.

A material constant $q$ that represents the hardening rate and the effective deviatoric inelastic strain rate $\dot{\varepsilon}_e^I$ are used to compute the rate of evolution of the state variables as per Equations 4 and 5.

$$\dot{Z} = q(Z_1 - Z)\dot{\varepsilon}_e^I \quad [4]$$

$$\dot{\alpha} = q(\alpha_1 - \alpha)\dot{\varepsilon}_e^I \quad [5]$$

Where $Z_1$ and $\alpha_1$ are maximum values of the state variables and effective deviatoric inelastic strain rate $\dot{\varepsilon}_e^I = \sqrt{\frac{2}{3} \dot{\varepsilon}_{ij}^I \dot{\varepsilon}_{ij}^I}$. The rate-dependent plastic behavior is implemented in the ABAQUS™ solver via user-
defined vectorized subroutine as detailed in [37]. A similar approach for the constitutive behavior of matrix [35] has been successfully implemented for epoxy [36] and vinyl ester [38].

### 3.1.2.3 Cohesive interface with frictional slip

This section explains the behavior of the microscale fiber-matrix interface implemented using cohesive elements. The cohesive zone model (CZM) is used to bring about interface degradation resulting in redistribution of stresses. Progressive debonding of the fiber-matrix interface helps to capture the stress gradients observed at the interfaces. A bilinear traction-separation law is followed to characterize the cohesive elements at the interface of the fiber and the matrix. Before the onset of damage, the linear traction separation law enforces an elastic behavior, as represented by Equation 6.

\[
\begin{pmatrix}
  t_n \\
  t_s \\
  t_t
\end{pmatrix} =
\begin{pmatrix}
  K_n & K_s & K_t \\
  K_s & K_s & K_t \\
  K_t & K_t & K_t
\end{pmatrix}
\begin{pmatrix}
  \delta_n \\
  \delta_s \\
  \delta_t
\end{pmatrix}
\]

[6]

Where \( t_i \) are the tractions, \( K_i \) are stiffnesses and \( \delta_i \) are separations of contact surfaces (\( i = n \) for normal and \( s, t \) for shear). For numerical convergence, a large value of stiffness is adopted to represent perfect bonding at the interface elements without separation, as demonstrated in [39]. The damage initiation criterion is shown in Equation 7 [40].

\[
\left( \frac{t_n}{t_n^0} \right)^2 + \left( \frac{t_s}{t_s^0} \right)^2 + \left( \frac{t_t}{t_t^0} \right)^2 = 1
\]

[7]

Where \( (x) \in R \) is defined as \( (x + |x|)/2 \).

After damage initiation, the progressive damage follows a BK criterion [32] toward softening behavior characterization as shown in Equation 8.

\[
G_C = G_{nC} + (G_{sC} - G_{nC}) \left( \frac{G_s + G_t}{G_s + G_t + G_n} \right) \eta
\]

[8]

Where \( G_C \) is mixed-mode fracture toughness, \( G_{nC} \) and \( G_{sC} \) are normal and shear critical toughness of the interface, \( \eta \) is a material constant (adopted as 1.45 [40]). The computation of \( G_i \) (for \( i = n, s, t \)) comprises the area under the corresponding traction-separation curve (for normal and shear loads).

The interface damage variable is defined as follows.

\[
D = \frac{\delta_m^f (\delta_m^{max} - \delta_m^0)}{\delta_m^{max} (\delta_m^{max} - \delta_m^0)}; \quad \delta_m^0 \leq \delta_m^{max} \leq \delta_m^f
\]

[9]
Where $\delta_{m}^{\text{max}}$ is the maximum value of $\delta_{m}$ (effective separation) throughout the loading history. The effective separation is given by $\delta_{m} = \sqrt{(\delta_{n})^{2} + \delta_{s}^{2} + \delta_{t}^{2}}$. The effective separation at the onset of damage denoted by $\delta_{m} = (T_{\text{int}}/K)$ is given by the ratio of interfacial strength ($T_{\text{int}}$) and stiffness ($K$). The mixed-mode separation at failure denoted by $\delta_{m}^{f}$ is given by $2G_{c}/K\delta_{m}^{0}$ where $G_{c}$ is computed by the B-K equation (see Equation 8). The tractions are continuously updated during the loading process as per the following Equation [40].

\[ t = K\delta \quad \text{for elastic stage (}\delta_{m}^{\text{max}} < \delta_{m}^{0}) \quad [10] \]

\[ t = (1 - D)\bar{t} \quad \text{for softening stage (}\delta_{m}^{0} < \delta_{m}^{\text{max}} < \delta_{m}^{f}). \quad [11] \]

Where $\bar{t}$ is the traction stress component calculated by linear-elastic traction separation behavior for the separation displacement.

Equation 10 represents the undamaged part of the interface stresses whereas Equation 11 pertains to damage evolution after onset of fiber-matrix debonding. However, under specific load cases such as transverse compression, a friction law is incorporated in the CZM so as to capture the effect of friction between the fiber and the matrix. Thereafter, a traction-separation term attributed to frictional sliding on the damaged interface ($\bar{t}^{d}$) is added to Equation 11 that leads to Equation 12. It is to be noted that only the shear inelastic frictional sliding $\delta_{s}^{d}i$ and $\delta_{t}^{d}i$ contribute to the traction-separation since the normal displacement $\delta_{n}$ doesn’t affect the inelastic friction sliding [41,42].

\[ t = (1 - D)\bar{t} + \bar{t}^{d} \quad [12] \]

Here $\bar{t}^{d} = D \begin{bmatrix} K_{n} & K_{s} & -(-\delta_{n}) \\ K_{s} & K_{t} & \delta_{s} - \delta_{s}^{d} \delta_{t} - \delta_{t}^{d} \end{bmatrix}$ and the evolution of inelastic frictional sliding $\delta_{s,t}^{d}i$ is governed by Equation 13 [42,43].

\[ \delta_{s}^{d}i = \lambda \frac{\bar{t}_{s}^{d}}{\sqrt{(\bar{t}_{s}^{d})^{2} + (\bar{t}_{t}^{d})^{2}}} ; \delta_{t}^{d}i = \lambda \frac{\bar{t}_{t}^{d}}{\sqrt{(\bar{t}_{s}^{d})^{2} + (\bar{t}_{t}^{d})^{2}}} \quad [13] \]

Where $\lambda$ is the effective mixed mode displacement given by $\lambda = \frac{K_{n} \delta_{n}^{2} + K_{s} \delta_{s}^{2} + K_{t} \delta_{t}^{2}}{\sqrt{K_{n} \delta_{n}^{2} + K_{s} \delta_{s}^{2} + K_{t} \delta_{t}^{2}}}$ and $\bar{t}^{d}_{s,t}$ are the shear components of $\bar{t}^{d}$. The interfacial behavior is implemented in the ABAQUS™ solver by a user-defined vectorized subroutine [44].
3.1.2.4 Rate dependence and damage

The rate-dependent behavior of the matrix is captured by its modulus correlated with the current effective strain rate $\dot{\varepsilon}_{\text{curr}}^{\text{eff}}$ and the effective reference strain rate $\dot{\varepsilon}_0^{\text{eff}}$ as per Equation 14 [45].

$$E_{m,\dot{\varepsilon}} = E_{m,0} \left(1 + C_m \ln \frac{\dot{\varepsilon}_{\text{curr}}^{\text{eff}}}{\dot{\varepsilon}_0^{\text{eff}}} \right)$$ [14]

Where $C_m$ is a material constant, $E_{m,\dot{\varepsilon}}$ and $E_{m,0}$ are moduli at $\dot{\varepsilon}_{\text{curr}}^{\text{eff}}$ and $\dot{\varepsilon}_0^{\text{eff}}$ respectively. While the reference $\dot{\varepsilon}_0^{\text{eff}} = 1 \text{s}^{-1}$ [46] for quasi-static condition, $\dot{\varepsilon}_{\text{curr}}^{\text{eff}}$ is defined as per Equation 15 in terms of the rates of component strain rates $(\dot{\varepsilon}_{11}, \dot{\varepsilon}_{22}, \dot{\varepsilon}_{33}, \dot{\varepsilon}_{12}, \dot{\varepsilon}_{23}, \dot{\varepsilon}_{13})$ and mean strain rate $\dot{\varepsilon}_m = \frac{1}{3} (\dot{\varepsilon}_{11} + \dot{\varepsilon}_{22} + \dot{\varepsilon}_{33})$.

$$\dot{\varepsilon}_{\text{curr}}^{\text{eff}} = \sqrt{\frac{2}{3}} \left[ (\dot{\varepsilon}_{11} - \dot{\varepsilon}_m)^2 + (\dot{\varepsilon}_{22} - \dot{\varepsilon}_m)^2 + (\dot{\varepsilon}_{33} - \dot{\varepsilon}_m)^2 + 2 \dot{\varepsilon}_{12}^2 + 2 \dot{\varepsilon}_{23}^2 + 2 \dot{\varepsilon}_{13}^2 \right]$$ [15]

The strength of the matrix at $\dot{\varepsilon}_{\text{curr}}^{\text{eff}}$ is defined as per Equation 16 [47].

$$X_{m,\dot{\varepsilon}} = \left(1 + b \left[ \dot{\varepsilon}_{\text{curr}}^{\text{eff}} \right]^n \right) X_{m,0}$$ [16]

Where $b$ and $n$ are material constants, $X_{m,\dot{\varepsilon}}$ corresponds to $\dot{\varepsilon}_{\text{curr}}^{\text{eff}}$ and $X_{m,0}$ is quasi-static strength.

Owing to the distinct tensile and compressive behavior of the matrix, a modified von Mises failure criterion is adopted in terms of the tensile and compressive strengths $X_T^m$ and $X_C^m$ respectively as described in Equation 17 [48].

$$\frac{\sigma_{\text{VM}}^2}{X_T^m X_C^m} + \left( \frac{1}{X_T^m} - \frac{1}{X_C^m} \right) I_1 = 1$$ [17]

Where $\sigma_{\text{VM}}$ is the Von Mises stress and $I_1$ is the first stress invariant.

Once the failure criteria is met, an isotropic damage model is initiated [37,45] that progressively degrades the material $[C_{\text{dam}} = (1 - D)C_{\text{stiff}}]$ where $C_{\text{stiff}}$ and $C_{\text{dam}}$ are undamaged and damaged stiffness respectively and the damage variable, $D$ is defined as per Equation 18.

$$D = 1 - \exp \left[ 1 - \left( \frac{\varepsilon}{\varepsilon_f} \right)^m \right]$$ [18]

Where $\varepsilon_f$ and $\varepsilon$ are the strains at failure and current states respectively, $m$ is a material parameter. The isotropic damage is implemented in the ABAQUS™ solver by a user-defined vectorized subroutine [45].
The damage model for the matrix is appended with the rate-dependent plastic behavior described earlier in Section 3.1.2.2.

The rate dependence of the fiber behavior is similarly captured by Equation 16 in terms of the strength [47]. The maximum principal stress failure criterion is adopted for the elastic-brittle fibers, as applied to rate-dependent simulations [49]. Since multiple user-defined subroutines are used in the model, the subroutines are called by a material name identifier and executed at the material domains. The rate-dependent constitutive behavior obtained from the micro-mechanical analysis is used as an input for the yarns in the mesoscale analysis.

3.1.3 Numerical approach at mesoscale

The mesoscale analysis involves a plain weave unit cell with yarns (which are themselves UD laminates) and matrix pockets. The salient features of the analysis are presented hereafter.

3.1.3.1 Geometry Generation and Boundary Conditions

The analysis is performed using a representative 2x2 plain weave unit cell (see Figure 4(b)) with dimensions of 5.78 mm x 5.78 mm x 0.285 mm. This size of unit cell is adopted here based on a unit cell sensitivity study that shows insignificant changes in the results for bigger unit cells. Here, an elliptical cross-section of yarns (dimensions along the major axis and minor axis being 2.50 mm and 0.36 mm respectively) is considered here. A similar approach has been adopted in a simulation study [50] for a glass-fiber reinforced plain weave. Periodic boundary conditions are implemented by mapping periodic meshes on opposite faces. While the z-faces have matrix nodes, the x and y faces have both matrix and tow nodes. A node matching algorithm is implemented to obtain a conformal mesh (see Figure 4(d)) on those faces thus facilitating the implementation of periodic boundary conditions. The PBC formulations are adequately detailed in a previous publication by the authors [30]. A Python implementation in TexGen software [51,52] is used to obtain the conformal mesh for the yarns owing to its superiority over voxel meshes [53] for interface definitions.

3.1.3.2 Contact behavior at the yarn-matrix and yarn-yarn interfaces

The mesoscale unit cell has matrix pockets surrounding the yarns while the yarns cross-over each other leading to yarn-yarn and yarn-matrix contact pairs. The interfacial behavior is defined by the cohesive surface with the yarn surface as the master surface and the yarn/matrix surface as slave surface for the yarn-
yarn and yarn-matrix contact pairs respectively. The definitions for the cohesive contact property include normal behavior, cohesive behavior, and damage [54]. Normal behavior determines the contact behavior in the normal direction and is controlled by the hard contact pressure overclosure relationship. The cohesive behavior enables the contact surfaces to be controlled by a traction-separation behavior. The slave nodes are released from the master surface when the interface stress meets the cohesive contact failure criterion. After release, the interpenetration between the contact pair is prevented by contact. The failed cohesive surfaces have a friction defined in the formulations. A bilinear traction-separation law is modeled in the interfaces which have been demonstrated successfully for fiber-matrix interfacial behavior [55,56]. The formulations adopted here are the same as the ones adopted at the microscale for the fiber-matrix interfaces as defined in Equations 6-12. Such a technique has been successfully implemented for impact analyses [57] and woven unit cells [53].

3.1.3.3 Failure Analysis

The anisotropic behavior of the tows is captured in three directions - along fiber direction (in-plane fill), transverse direction (in-plane warp), and out-of-plane direction, denoted by a, b and c respectively [58]. The elastic moduli (tensile $E_a^T, E_b^T, E_c^T$ and compressive $E_a^C, E_b^C, E_c^C$); shear moduli($G_{ab}, G_{bc}, G_{ca}$ along $a-b, b-c$ and $a-c$ planes); axial strengths (tensile $X_a^T, X_b^T$ and compressive $X_a^C, X_b^C$); shear strength ($S_{ab}$ along in-plane) characterize the stiffness matrix and the failure criteria. Here, the Chang-Chang failure criteria [58] is implemented for simulating progressive damage in the yarn of the mesoscale weave. Successful implementation of Chang-Chang failure criteria has been demonstrated in [59]. Multiple failure modes govern the damage initiation in the fiber and matrix followed by a material degradation simulated by deletion of failed elements. As the tow is itself a matrix-fiber composite, the failure modes are distinct for fibers (tensile/compressive failure modes denoted by $e_f$ and $e_c$ respectively as shown in Equations 19-20) and matrix (tensile/compressive failure modes denoted by $e_m$ and $e_d$ respectively as shown in Equations 21-22). It is to be noted that the in-plane shear failure criterion for matrix is given by $\left(\frac{\sigma_{ab}}{S_c}\right)^2 - 1 > 0$ which if true, initiates matrix damage.

\[
\begin{align*}
e_f^2 &= \left(\frac{\sigma_{aa}}{X_a^T}\right)^2 + \beta \left(\frac{\sigma_{ab}}{S_c}\right)^2 - 1 \ (tensile \ fiber \ mode) \quad [19] \\
e_c^2 &= \left(\frac{\sigma_{aa}}{X_a^C}\right)^2 - 1 \ (compressive \ fiber \ mode) \quad [20] \\
e_m^2 &= \left(\frac{\sigma_{bb}}{X_b^T}\right)^2 + \left(\frac{\sigma_{ab}}{S_c}\right)^2 - 1 \ (tensile \ matrix \ mode) \quad [21]
\end{align*}
\]
\[ e_a^2 = \left( \frac{\sigma_{ab}}{2\sigma_c} \right)^2 + \left( \frac{x_a}{2\sigma_c} \right)^2 - 1 \left( \frac{\sigma_{ab}}{x_b} \right)^2 + \left( \frac{\sigma_{ab}}{S_c} \right)^2 - 1 \] (compressive matrix mode) \[ [22] \]

The failure criteria in Equations 19 and 21 are checked when \( \sigma_{aa} > 0 \) or \( \sigma_{bb} > 0 \) (for tensile cases). The failure criteria in Equations 20 and 22 are checked when \( \sigma_{aa} < 0 \) or \( \sigma_{bb} < 0 \) (for compressive cases). Owing to the anisotropic behavior of the tows, the modes in Equations 19-22 are checked in the orthogonal direction as well. The material parameter \( \beta \) (see Equation 19) is adopted as 0, as suggested in [58] after experimental validation. The failure criteria are implemented in a vectorized user subroutine for ABAQUS™ [60].

3.1.3.4 Rate dependence

The correlation between the strength and strain rate (see Equation 16), as obtained from the homogenized hexagonal unit cells in the micro-scale are used as input to the mesoscale yarns for governing the failure criteria in Equations 19-22. For the matrix pockets, a similar rate-dependent model is adopted, as detailed in Section 3.1.2.4.

3.1.4 Numerical approach at the macro-scale

The lamina behavior obtained from the mesoscale is implemented as ply-behavior in the laminated cylinder subjected to nearfield underwater explosion. The forthcoming sub-sections describe the numerical simulation methodology for the macro scale fluid-structure interaction (FSI) problem.

3.1.4.1 ALE Technique and methodology

In the case of FSI events subjected to nearfield underwater explosion, the fluid mesh experiences large deformations making the application of purely Lagrangian methods computationally expensive and inefficient. Purely Lagrangian algorithms adopt individual nodes of the computational mesh that follows the associated particle during motion and are used in structural mechanics. Although it enables easy tracking of free surfaces and material interfaces with history-dependent constitutive relations, its weakness lies in its inability to follow large distortions of the computational domain without recourse to frequent remeshing operations.

On the other hand, the purely Eulerian approach is typically used for fluids and it is not suitable for structural deformation since the mesh is fixed and not allowed to deform. Eulerian algorithms are widely used in fluid dynamics where the computational mesh is fixed and the continuum moves with respect to the grid. In the Eulerian description, large distortions in the continuum motion can be handled with relative ease, but generally at the expense of precise interface definition and resolution of flow details. For efficient
computations, this paper adopts Arbitrary Lagrangian-Eulerian (ALE) method [17] that combines the Lagrangian and Eulerian techniques. Because of the shortcomings of purely Lagrangian and purely Eulerian descriptions, the Arbitrary Lagrangian-Eulerian or ALE technique [17, 61] combines the best features of both. In ALE, the nodes of the computational mesh may be moved with continuum in normal Lagrangian fashion or be held fixed in an Eulerian manner or be moved in some arbitrarily specified way to give a continuous rezoning capability. Because of this freedom in moving the computational mesh offered by ALE description, greater distortions of the continuum can be handled than would be allowed by a purely Eulerian approach. Additionally, the ALE description can accommodate significant distortions of the computational mesh while preserving the clear delineation of interfaces typical of a purely Lagrangian approach. The governing equations in ALE are the conservation equations for energy, mass, and momentum which are conserved and advected from one element to another. Conservation equations are used to solve fluid mesh velocities and displacements. The conservation of mass, momentum, and energy are given in Equations 23-25.

\[
\frac{\partial \rho}{\partial t} = (-\rho)\text{div}(v) - (v_i - u_i) \frac{\partial \rho}{\partial x_i} \quad [23]
\]

\[
\rho \frac{\partial v_j}{\partial t} = a_{i,j} - \rho(v_i - u_i) \frac{\partial v_j}{\partial x_j} \quad [24]
\]

\[
\rho \frac{\partial e}{\partial t} = a_{i,j} \varepsilon_{ij} - \rho(v_i - u_i) \frac{\partial e}{\partial x_j} \quad [25]
\]

Where \( \rho \) and \( x \) are mass density and displacement respectively; \( v \) and \( u \) are the fluid velocity and the mesh velocity respectively and \( e \) is the energy. The Lagrangian formulation for the conservation Equations 23-25 sets the mesh velocity equal to the particle velocity (\( u = v \)) and calculates the solution for deformed mesh. On the other hand, the Eulerian formulations for the conservation equations set the mesh velocity \( u = 0 \) resulting in a fixed mesh. For ALE, in modern hydrocodes like LS-DYNA, a mesh rezoning algorithm (smoothing algorithms) is implemented wherein the element nodes are rezoned to an optimal position thus preventing excessive distortion in the fluid mesh. An advection step follows the rezoning that transports material flux from one element to the other. The amount of material flux is also determined by the rezoning algorithm. This rezoning technique significantly reduces computation time. In contrast, purely Lagrangian techniques don’t use rezoning while the purely Eulerian approach rezones the element nodes to their original position.

3.1.4.2 Macro-scale Multi-material Constitutive Behavior

The Jones-Wilkins-Lee (JWL) equation of state (EOS) [17, 58], shown in Equation 26 is adopted for explosion analysis by using an exponential function form.
\[ p = A \left(1 - \frac{\omega}{R_1 V}\right)e^{-R_1 V} + B \left(1 - \frac{\omega}{R_2 V}\right)e^{-R_2 V} + \frac{\omega E}{V} \]  

Where \( A, B, R_1, R_2 \) and \( \omega \) are material constants; \( E \) is the internal energy per unit volume and \( V \) is the initial relative volume. Equation 26 enables the computation of relationships between relative density, pressure, and relative volume. Standard relationships between relative volume and pressure for different explosives, available in the literature [17], are adopted here.

For water, Gruneisen EOS [58] is used to calculate its internal characteristics. Such an implementation facilitates the implementation of shockwave propagation and the resulting tension/compression in fluids. The shockwave propagation in an underwater explosion event is captured by incorporating a non-linear shock velocity-particle velocity relationship. The Gruneisen EOS with a cubic shock velocity (\( u_s \)), particle velocity (\( u_p \)) defines pressure for compressed material as per Equation 27 [58].

\[ p = \frac{\rho_0 C^2 \mu \left[1+(1-\gamma_0/2)\mu^2/\mu \right]}{1-(S_1-1)\mu-S_2 \left(\mu^2/\mu+1\right)-S_3 \left(\mu^2/\mu \right)^2} + (\gamma_0 + a\mu)E \]  

where \( E \) is the internal energy per unit volume, \( \rho_0 \) is the initial density, \( C \) is the intercept of \( u_s - u_p \) curve, \( \gamma_0 \) is the Gruneisen gamma, \( a \) is a first-order volume correction to \( \gamma_0 \). The material constants are \( C, S_1, S_2 \) and \( S_3 \). The parameter \( \mu \) is directly related to the relative volume \( V \left( \mu = \frac{1}{V} - 1 \right) \). For expanded materials, the pressure is defined by Equation 28 [58].

\[ p = \rho_0 C^2 \mu + (\gamma_0 + a\mu)E \]  

For a Linear Polynomial EOS [58], the pressure is given by Equation 29.

\[ p = C_0 + C_1 \mu + C_2 \mu^2 + C_3 \mu^3 + (C_4 + C_5 \mu + C_6 \mu^2)E \]  

Where \( E \) is the internal energy per unit volume, \( \mu = \frac{\rho}{\rho_0} - 1 \) for \( \rho \) is current density and \( \rho_0 \) is reference density. For a gas with gamma law equation of state such as air, \( C_0 = C_1 = C_2 = C_3 = C_6 = 0 \) and \( C_4 = C_5 = \gamma - 1 \) where \( \gamma = \frac{C_p}{C_v} \) (ratio of specific heats at constant pressure and constant volume) [58]. Thereafter, the pressure for a perfect gas is given by Equation 30 [58].

\[ p = (\gamma - 1) \frac{\rho}{\rho_0} E \]  

3.1.4.3 Underwater explosion and shockwave

The four primary characteristics associated with a shockwave by an explosion include peak pressure, pressure-time history, shockwave impulse, and shockwave energy flux density. The explosive constants
used in the following formulations ($K_1$ and $A_1$ for peak pressure in Equation 31, $K_2$ and $A_2$ for shockwave time in Equation 32, $K_3$ and $A_3$ for shockwave impulse in Equation 33, $K_4$ and $A_4$ for shockwave energy flux density in Equation 34) are available in literature [17]. The peak pressure is given by Equation 31 [17].

$$P_{\text{max}} = K_1 \left(\frac{W^{1/3}}{R}\right)^{A_1} \quad [31]$$

Where $R$ is the distance of the point of interest from the center of the charge in feet, $W$ is the charge weight in pounds-force. To determine the pressure-time history of point $R$ for the shockwave, an exponential decay of peak pressure is assumed. The time constant, $\theta$ is the time it takes for the pressure to fall to 36.8% of the peak pressure, calculated by $\left(\theta = W^{1/3}K_2 \left(\frac{W^{1/3}}{R}\right)^{A_2}\right)$. The pressure-time history at a point $R$ is given by Equation 32.

$$P(t) = P_{\text{max}} e^{-t-t_1/\theta} \quad [32]$$

Where $P_{\text{max}}$ is given by Equation 31 and $t_1$ is the time the shockwave takes to reach the point of interest $R$ with the speed of sound $C$ given by $\left(t_1 = R/C\right)$. The shockwave impulse $I$ and energy flux density $E$ are given by Equations 33 and 34 respectively.

$$I = K_3 W^{1/3} \left(\frac{W^{1/3}}{R}\right)^{A_3} \quad [33]$$

$$E = K_4 W^{1/3} \left(\frac{W^{1/3}}{R}\right)^{A_4} \quad [34]$$

Where the units of $I$ and $E$ are $\text{lbm} \cdot \text{s} \cdot \text{in}^{-2}$ and $\text{lbm} \cdot \text{in} \cdot \text{in}^{-3}$ respectively.

### 3.1.4.4 Model Implementation

The finite element model representing the dynamic response of composite cylinder subjected to underwater explosion in Figure 4(c) consists of the cylinder body, coating, surrounding water tank, internal air, and the charge. As mentioned in Section 3.1.1, the inclusion of the domain to a distance larger than twice the standoff value ensures the boundary effects do not influence the fluid-structure interaction. Furthermore, the use of such a sub-domain for the modeling of the corresponding experiments is deemed appropriate as the loading of the cylinder and subsequent response occurs sufficiently fast that reflections from the tank do not affect the overall transient response of the cylinder [16]. Thus, a non-reflecting boundary condition (*BOUNDARY_NON_REFLECTING in LS-Dyna) is used to model the outer surface of the fluid sub-domain. This allows the associated pressure waves to leave the domain (a situation similar to a free field.
detonation). In other words, the non-reflecting boundary ensures that the pressure waves do not reflect off the free surface.

ALE multi-material element formulations are used in LS-Dyna with Type 11 solid elements for the Eulerian components (for air, water, and the explosive charge). An equation of state (EOS) combined with a material model captures the fluid/explosive components of the model. The details of the EOS definitions are mentioned in Section 3.1.4.2 for air, water and explosives. For both water and air, the *MAT_NULL material is defined in LS-Dyna. For water, the material definition is coupled with Gruneisen EOS, whereas Linear Polynomial EOS is adopted for air. For water, the density and sound speed are $1g/cm^3$ and $149000 cm/s$ respectively. The density of air is $0.0013g/cm^3$. The material model adopted for the explosive charge is *MAT_HIGH_EXPLOSIVE_BURN in LS-Dyna which is combined with the JWL EOS.

The structural aspect of the coupled model consists of the composite cylinder and the coating. The cylinder is free to move within the fluid domain since there were no rigid constraints applied during the experiments. The composite cylinder is modeled with Belytschko-Tsay shell elements (*SECTION_SHELL definition in LS-Dyna) with a layer of shell elements that enables the composite layup with 2 integration points per layer so as to capture the correct bending behavior per ply, as explained in [62]. The ICOMP flag enables orthotropic material behavior for the shell elements. The coating material is represented in the model by solid elements with a constant stress formulation and the coatings are considered to be perfectly bonded to the substrate, as observed from the experiments [16]. *MAT_ENHANCED_COMPOSITE_DAMAGE definition was implemented in LS-Dyna for the composite laminate while *MAT_SIMPLIFIED_RUBBER with rate-dependence was implemented for the coating respectively. The implementation of Chang-Chang failure criteria [47,59] for simulating progressive damage analysis in the fabric in macro-scale has been demonstrated successfully in [47]. In the fabric laminate, the Equations 19-22 (see Section 3.1.3.3) are checked for failure in in-plane fill, in-plane warp directions. The through-thickness delamination behavior of the plies is captured by *AUTOMATIC_SURFACE_TO_SURFACE_TIE_BREAK in LS-Dyna. The contact failure is governed by the interlaminar strength in the normal and tangential directions, denoted by NFLS and SFLS respectively [58], as described in Equation 35.

$$\left(\frac{\sigma_n}{NFLS}\right)^2 + \left(\frac{\sigma_s}{SFLS}\right)^2 \geq 1 \quad [35]$$

Where $\sigma_n$ and $\sigma_s$ are the normal and tangential stresses at the ply-ply contact surface. The element deletion governed by the Chang-Chang failure criterion and the interlaminar damage brought about by surface tie breaks facilitate the progressive damage in the laminated fabric composite. A similar approach was
successfully implemented in a recent publication [47]. The multiscale framework described above is used later for generating datasets on which ML is applied.

### 3.2 Multiscale Simulation Results and Correlation with Experimental Observations

#### 3.2.1 Micro-scale Response

In the micro-scale unit cell, the periodic boundary conditions are implemented to apply time-dependent strain in tension, compression for along-fiber and transverse directions; shear for in-plane and out-of-plane directions. For every load case, a stress update algorithm (based on the approach detailed in section 3.1.2 and shown in Figure A.1 in Supplementary material Section A) is implemented in the matrix and interface until fiber damage is initiated. A mesh-convergence study was performed and a mesh containing 331836 (C3D10 for matrix and fiber, COH3D6 for interface in ABAQUS™) elements was chosen for further analysis in the micro-scale (please refer to Section C of the Supplementary material). The constitutive behavior of the unit cell is detailed in Section 3.1.2. A homogenization scheme is implemented for the effective property prediction [29,30]. The elastic moduli are computed from the linear elastic behavior of the matrix-fiber unit cell prior to interfacial debonding. As the interfacial debonding sets in, the stress concentration in the matrix rises leading to matrix yielding and subsequent failure. The fiber damage is initiated at the fiber strength corresponding to the load case under consideration. At the point of fiber damage initiation, the strength of the yarn is computed.

For microscale analyses with fiber and matrix under various loading directions, the homogenized behavior of the unit cell is determined by its components: fiber, matrix, and interface depending on the loading directions. For along-fiber loading, the homogenized unit cell behavior is dominated by the fiber properties. For transverse and shear loadings, the homogenized unit cell behavior is primarily governed by matrix behavior and interface behavior. The input properties to the matrix (see Section 3.1.2.2) are adopted for epoxy and vinyl ester from [35] and [38] respectively. The quasi-static glass fiber properties are adopted from [30]. The rate-dependent coefficients for moduli and strength (see Equations 14 and 16) for the matrix and fibers are adopted from [47]. The interfacial strengths in the normal and shear directions are adopted as 28 MPa and 40 MPa respectively [63]. The critical energy release rates (see Equation 8) are taken as 0.01 N/mm and 0.025 N/mm for normal and shear behavior respectively [64]. All the input values are provided in Section B-1 of the Supplementary material.

For the transverse loading cases, special considerations need to be incorporated [41,65–68] for enhancing the prediction capabilities of micromechanical models. For transverse tension and compression, a normal critical energy release rate of 0.002 N/mm is used for the interface as adopted from the literature [41,67]. The transverse compression case incorporates frictional behavior ($\mu = 0.4$) [41] in the interface (see
Equation 13) for enhancing the predictive capability of the micromechanical model [41]. For the transverse tension, a rate-dependent factor
\[
K = \frac{1-V_f}{1-4V_f \pi \left(1 - \frac{E_{m,f}}{E_{f,f}} \right)}
\]
is used to obtain the UD strength $X^T$ with the matrix tensile strength $X^T_m$ and matrix Poisson’s ratio $\nu_m$ as per
\[
X^T = \frac{1-\nu_m}{K(1+\nu_m)(1-2\nu_m)} X^T_m
\]
as detailed in a previous publication [68]. The factored strength shows a better match with experimental observations [69,70].

Representative damage states of the unit cell under along-fiber, transverse, and shear loading conditions are shown in Figures 5(a-b), Figures 5(c-d), and Figures 5(e-f) respectively.

Figure 5: Damage states in representative micro-scale (fiber-matrix) unit cell (size 160 μm x 160 μm x 270 μm) subjected to various load cases corresponding to a strain rate of 600/s for Along-fiber loading (a-b), Transverse loading (c-d), Shear loading (e-f); Onset of damage for the load cases are shown in (a),(c) and (e) for matrix and (b),(d),(f) for fiber (encircled in red).

While the Figures 5(a),(c) and (e) show the matrix damage onset at a strain of 0.015, 0.012 and 0.001 respectively, Figures 5(b), (d) and (f) exhibit the fiber damage onset at a strain of 0.022, 0.02 and 0.0015 respectively.

The predicted rate-dependent moduli and strengths for the homogenized yarns are shown in Figure 6(a) and (b) respectively for various load combinations.
Figure 6. Homogenized rate-dependent micro-scale properties for (a) strength and (b) moduli that serve as input for the mesoscale yarns (E1 denotes along-fiber tensile modulus, E12 denotes in-plane shear modulus and E2 denotes transverse tensile modulus)

For microscale analyses, the rate-dependent fiber and matrix properties serve as input and the homogenized unit cell properties are characterized with rate-dependent moduli and rate-dependent strengths (see Figure 6). These rate-dependent properties serve as input to the tows in the subsequent mesoscale weave unit cell. The rate dependence of the transverse properties is nuanced when compared to along-fiber load cases which can be attributed to the transverse properties being governed primarily by the matrix and interface input properties.

3.2.2 Meso-scale Response

In the mesoscale, the behavior of transversely isotropic fabric is ascertained along in-plane fill and in-plane warp directions. For every load case, a stress update algorithm (based on the approach detailed in section 3.1.3 and shown in Figure A.2 in Supplementary material Section A) is implemented in the matrix, yarn, and yarn-matrix/yarn-yarn contacts as per the constitutive behavior detailed in Section 3.1.3. The representative mesh, chosen based on mesh-convergence study, as elaborated in Section C of the Supplementary material, comprises 2223642 C3D10 elements in ABAQUS™ (see Figure C.1(b) in the Supplementary material). The interfacial strength is 27.6 MPa and 10.3 MPa for normal and shear behavior [47] respectively whereas the critical energy release rates are 0.280 J/mm² and 1.45 J/mm² along normal and shear directions [30] respectively. The strength of the fabric is predicted at the point of damage initiation in the yarn [47]. Since the plain weave unit cell represents a balanced fabric, it has the same number of fiber tows in warp and weft directions thus justifying its transversely isotropic behavior. The inputs to the fiber tows are distinct for along-fiber and transverse loadings but the homogenized behavior of the woven unit
cell is transversely isotropic. While the homogenized micro-scale properties are used as material inputs for the yarns, the matrix pockets adopt similar properties as provided in Section B-1 of the Supplementary material. The input interfacial properties are provided in Section B-2 of the Supplementary material (see Table B.3 in the Supplementary material).

Figure 7. Contours for deformed 2x2 plain weave unit cells corresponding to a strain rate of 600/s for different loading directions (a, d and g for tension); (b, e, and h for compression); (c, f and i for shear); (a), (b) and (c): stress contours for tension, compression, and shear respectively; (d), (e) and (f): interfacial slip contour for tension, compression, and shear respectively; (g), (h) for fiber damage and (i) matrix damage status for tension, compression and shear respectively.

Figure 7 shows the representative stress, slip, and damage response (tension, compression, and shear) at the mesoscale under a strain rate of 600/s. Figures 7 (a), (b) and (c) show representative stress contours for tension (applied strain 0.01), compression (applied strain 0.012) and shear conditions (applied strain 0.0025) respectively. Figures 7 (d), (e), and (f) demonstrate the slip contours at the yarn-matrix and yarn-
yarn interfaces due to applied tensile, compressive and shear strains respectively. The figures clearly show equal and opposite slips at the yarn ends, a reflection of the periodic nature of the unit cell. The matrix damage status under tension, compression, and shear are shown in Figures 7 (g), (h), and (i) respectively. It is to be noted that the matrix being significantly weaker shows a higher degree of damage than the yarns (which, in itself is a UD laminate). From the results, it can be inferred that Figures 7 (g-h) and 7 (i) pertain to the dominant failure modes (yarn damage and matrix shear cracking respectively).

The homogenized behavior of the woven unit cell is captured for tension, compression, and in-plane shear. The rate-dependent characteristics of the woven unit cell serve as inputs for lamina properties in the subsequent macro-scale laminated cylinder. This rate-dependence of the lamina behavior is characterized in terms of the strength for loading cases of tension, compression, and shear. However, the moduli input to the macro-scale lamina is considered rate-independent, a strategy consistent with high-rate dynamic simulations [47]. Although rate-dependent moduli are used in thick laminates [71] where through-thickness behavior is a major consideration, the current scope of study implements 4-layered laminates which are significantly thinner. It is to be noted that the multiscale framework presented in the current study can sufficiently capture the through-thickness behavior of the woven unit cell, as elaborated in Supplementary Section D (see Figure D.1) for through-thickness compression.

Owing to the balanced nature of the fabric, the axial moduli are considered as 24.65 GPa while the shear modulus is 4.82 GPa, consistent with [72]. The predicted rate-dependent strengths for the homogenized yarns are shown in Figure 8 for tension, compression, and shear. The current scope of application implements a built-in material model in LS-DYNA (*MAT_ENHANCED_COMPOSITE_DAMAGE) [58] on each lamina with suitable orientations in the subsequent macro-scale. The lamina model incorporates rate-dependence in strengths for tension, compression, and shear. The rate-dependent strengths are implemented as load curves in the LS-DYNA keyword file in conjunction with the composite damage material model. The lamina model coupled with interlaminar characteristics captures the experimentally observed deformed configurations with reasonable accuracy, as described in Section 3.2.3. The rate dependence of the tensile and compressive strengths is more pronounced than that of the shear strength. This trend is consistent with the shear behavior of the woven unit cell being primarily governed by the matrix behavior [73].
Figure 8. Rate-dependent homogenized strength properties for fabric lamina obtained from mesoscale simulations which serve as input to macro-scale cylinder for tension, compression, and shear.

### 3.2.3 Macro-scale Response and Correlation with Experimental Observations

As described in the previous section, the rate-dependent composite responses obtained from mesoscale simulations (see Figure 8) serve as input to the macro-scale cylinder model. The rate-dependent load curves for the coating materials (polyurea and rubber) are adopted from the literature [7,16] and [74–77] respectively and are provided in Section B-3 of the Supplementary material. The interlaminar strengths are 35 MPa and 68 MPa along normal and shear directions respectively [16,72]. The critical energy release rates are 1.21 N/mm and 4.55 N/mm for normal and shear directions respectively [72]. The adopted interlaminar material properties are provided in Section B-3 of the Supplementary material. In this paper, the dimensions and ply orientations of the cylinder are kept the same as the ones adopted in the experiment. The coating thickness, coating material type, charge standoff distance, and the explosive charge are varied to generate the large dataset. In this section, a representative combination of material as well as the geometrical features, same as the one adopted in the experimental study, is presented for the ease of elucidation.

For the Eulerian components (see Section 3.1.4.2), RP-503 explosive, air, water the material properties, and EOS are adopted from the literature [8,16]. A nominal mesh size of 2.5 mm was adopted for the Lagrangian components [16] while the Euler mesh was implemented with elements of a nominal size of 25 mm, similar to the mesh sizes adopted in a previous article [17]. The database keywords in LS-DYNA are used to obtain component-level properties (see Figure 9 for fluid density), pressure for virtual sensors (see Figure 10(a)), and component-level energies (see Figure 12).

The model is correlated with experimental observations before generating large datasets toward ML (see Section 4). Tward that end, the UNDEX behavior is captured in the wavefronts generated in the water.
domain. The near field explosions in the context of underwater structures are determined based on observation of spherical (non-uniform) incident wave on the structure. Since the stand-off distance to achieve near field condition varies based on explosive energy (mass and type of the explosive) and the geometrical dimensions of the structure, no particular cut-off for stand-off distance was chosen. Instead, the applicability of the near field explosion for generation of each data point in the dataset was carefully ensured by confirming the presence of spherical incident waves on the structure, as evidenced in Figure 9 for the simulated underwater explosion. Similar spherical wavefronts were observed in a previous study for nearfield underwater explosions [17]. Figures 9 (a) and (b) correspond to times of 0.0175 ms and 0.025 ms respectively.

![Figure 9. Sectional view of fluid domain showing wavefront at (a) 0.0175ms and (b) 0.025ms (Fringe levels indicate fluid density)](image)

The pressure-time history for an RP-503 charge placed at a standoff distance of 5.08 cm is shown in Figure 10(a). The figure compares the experimental and simulated pressure-time histories. As observed from the figure, the simulated pressure-history shows a good correlation with experimental observation which establishes the efficacy of the multiscale simulation approach presented here. During the decay phase in Figure 10(a), the mismatch between the simulated and experimental pressure-time history can be explained from the fact that the simulated pressure history is obtained from an LS-Dyna keyword output, DBFSI [58] which averages the pressure in the water domain whereas, in the experiment, the pressure sensor records the pressure-time history at a particular point in space in the fluid domain.
Figure 10. Correlation between experimental and simulated (a) pressure-time history (b) out-of-plane displacement for central point on loading face of cylinder for RP-503 charge at a stand-off distance of 5.08 cm

Figure 10 (b) shows the simulated central point out-of-plane displacement-time history on the loading face of the cylinder which shows an excellent correlation with experimental values obtained from DIC. Please refer to Section E of the supplementary material for more details on the comparison between the experimental DIC data and the simulated responses.

Having correlated the pressure-history and cylinder deflections with experimental observations, the transient response of the coated cylinder configuration is studied. Owing to the implementation of element deletion in the model, the damage zones can be correlated with experimental observations. Figures 11 (a-b) show the correlation between the damaged cylinder as observed from experiments and simulation. The effective plastic strain (a scalar variable that is calculated from the plastic component of the rate of deformation tensor and grows when the material yields [58]) on the damaged configuration is plotted in Figure 11 (c).
Figure 11. Uncoated configuration for RP-503 charge placed at 2.54 cm standoff showing: (a) experimental and (b) simulated damaged cylinder post-UNDEX; (c) simulated effective plastic strain (monotonically increasing scalar value that is a time integral of the plastic component of the rate of deformation tensor) contours on the damaged configuration.

The energy-time histories from the time of the explosion are provided in Figure 12. The transient response of the coating and the cylinder are captured in Figure 12. While Figure 12 (a) shows the state of kinetic (KE) and internal energies (IE) in the cylinder and coating, Figure 12 (b) shows the conversion of the kinetic to internal energy. The energy transfer mechanism of the coated configuration can be ascertained from the time history. It is to be noted that at the initial stage, the peak of the KE/IE ratio indicates that the configuration obtains an instantaneous kinetic energy from elastic deformation, but the internal energy is minuscule. Just after the peak, the kinetic energy decreases while the internal energy increases until the ratio achieves a plateau indicating equal rates of growth of internal and kinetic energy or a stable state. The growth of internal energy as contour plots is shown in the inset pictures.
4. MACHINE LEARNING BASED PERFORMANCE PREDICTION

4.1 Machine Learning Approach

Here, a feed-forward multilayer perceptron is used for training, and the weights are trained by backpropagation algorithm [19]. The technique of feedforward backpropagation multilayer perceptron is commonly referred to as neural network. The neural network is a mathematical model that enables mapping of a given set of predictors \( x \) to a set of desired responses \( y \) with the mapping comprising of layers of perceptron and activation functions. This mapping technique is referred to as a feed-forward neural network which provides an estimate response as in Equation 36.

\[
y = f_N(A_N, ... f_2(A_2, f_1(A_1, x)) ...)
\]  \[36\]

Where \( f_N \) is the activation function and \( A_i (i = 1 \text{ to } N) \) is the transformation matrix that contains the weights between two layers of perceptron. A constrained optimization problem shown in Equation 37 is used to solve the mapping.

\[
\arg\min_{A_j} \{ f_N(A_N, ... f_2(A_2, f_1(A_1, x)) ... ) + \lambda g(A_j) \}
\]  \[37\]

Where \( \lambda \) is the regularization intensity constant and \( g \) is a functional form of the weights to be regularized. The optimization problem is usually solved by stochastic gradient descent or backward propagation algorithm. However, the solution to this optimization problem is not unique owing to the non-convex nature.
of the neural network. The selection of the number of layers and the number of perceptrons in each layer plays a significant role in prediction efficiency which necessitates proper regularization when the neural network is implemented. In the current study, a rectified linear unit (ReLU) is used for training the network.

4.2 Dataset Generation

The incident impulse on the structure plays an integral part in the response of underwater structures subjected to shock loading. The incident impulse is dependent on the energy released by the explosive and its distance from the surface of the structure (or stand-off distance). The ability of a structure to withstand shock is determined by its ability to dissipate the energy. In the current scope of this study, the efficacy of rate-dependent coatings applied to composite laminates is studied with regards to its performance in underwater shocks on an explosion event. Thus, the parameters chosen for study are the energy of the explosive, the stand-off distance, the ratio of coating thickness to the wall thickness of the cylinder, and the density of the coated laminate. While this study implements explosive energy, stand-off distance, the ratio of coating to the wall thickness, and material density as the input for the ML-based predictive model, the influence of various additional input performance descriptors such as variations in the model geometry, the sensitivity of imparted impulse, peak deflections, the extent of damage to charge, etc. on the prediction efficacy and the robustness of the model can be evaluated in a future study. Epoxy and polyvinyl ester are chosen as matrix materials for the woven laminate; polyurea and rubber are chosen for the coating. Although epoxy forms the obvious choice as a reference material, vinyl ester is chosen in this paper considering its effectiveness in marine structures. For the protective envelopes, both polyurea and rubber are chosen, owing to their plasticity and kinematic hardening at high strain rates leading to superior energy absorption. For dataset preparation, the material choice directly affects the mass of the system and in turn its density, the impact of which is discussed later. Additionally, the ratio of the coating thickness to the substrate thickness helps to capture the efficiency of the protective envelope. Figure 13 presents the contour of the peak internal energy of the coated cylinder subjected to a UNDEX event in a ternary plot showing the combinations of energy of explosive, stand-off distance, and coating thickness. The explosive energy data, obtained from a previous article [78] ranges from 0.70 to 1.56 MJ/kg. The stand-off distance ranges from 0 (implying surface detonation) to 25 cm. The ratio of coating thickness to wall thickness is varied from 0.25 to 3.5 (with a fixed wall thickness of 1.14mm for 0/45/45/0 laminate). A total of 3837 combinations are generated for a large enough dataset toward ML training, testing, and cross-validation.

The adequacy of the dataset is exemplified by the model’s performance (as shown later) besides the physics-based simulations that help to capture the complex UNDEX FSI event. The balance of the dataset is ensured by varying the parameters in a uniform fashion so as to capture data from a sufficient number of admissible combinations. The dataset (during NN implementation) is split into training (80%) and test (20%) datasets.
A similar split is followed during every fold in cross-validation of the training dataset during hyperparameter optimization using a fivefold cross-validation. A consistency of the data is maintained by the underlying FE simulations with adequate convergence. These techniques ensure the adequacy of the dataset that ensures that the data is balanced, representative, complete, and consistent. The ternary plot (Figure 13) along its axes runs from 0 to 100% of the range of the parameters. Here the percentages of the parameters are calculated by dividing the value of the parameter with its maximum value. For example, an explosive energy of 1.56 MJ/kg is assigned here as 100%. It is to be noted that zero or null values of the internal energy are observed on the contour plot for inadmissible combinations (for instance, null explosive energy). A judicious choice has been made by selection of data points from very high energy explosive concentrations where the protective envelopes are effective with sandwiched structures [6]. Similarly, a higher share of data points has been generated for stand-off distances simulating near field explosions [8,16].

![Ternary plot](image)

Figure 13. Contour plot of the internal energy of the coated laminate cylinder on a ternary plot of stand-off distance, energy of explosive and coating thickness to represent the large dataset generated by parametric variation

The general trends of the correlation between the governing parameters can be ascertained from Figure 13. Since the mass of the structure governs the stored internal energy, with an increase in coating thickness, a higher internal energy is observed. On the other hand, the increase in explosive energy results in a higher overall energy in the system. The total explosive energy is transmitted as kinetic energy in the fluid and then translates to internal energy (see Figure 12(b)) of the coated laminate. A shorter standoff distance translates to a higher internal energy as observed in the peaks for low stand-off distances. The increasing
trend continues till a threshold value is reached, beyond which it drops. A similar phenomenon is described in [79] for the nearfield underwater explosion response of structures.

In order to generate the large dataset, a python script implements message passing between the various scales. A flowchart is shown here in Figure 14 to elucidate the flow of information between the interactive length scales for dataset preparation. The data-generation scheme is implemented in Python which can invoke the respective solvers (ABAQUS™ and LS-Dyna). The main Python 3.7 program generates the scripts that can interface with both the solvers, ABAQUS™/Explicit and LS-Dyna. This facilitates information transfer for the hierarchical multiscale framework. A brief description of the adopted methodology is provided hereafter.

The main program first generates an individual python script (.py) in the micro-scale that can be run in ABAQUS™/Command to generate the input file (.inp). The ABAQUS™/Explicit solver is invoked to run the input file and the output database (.odb) file is generated containing responses corresponding to different modes of loading (tension, compression, and shear). The main program then generates and implements another python script for post-processing of the .odb file. The homogenized response obtained from micro-scale analysis serves as input for mesoscale analysis which follows the same procedure as the one mentioned above for the microscale. Mesoscale responses serve as inputs for the macroscale simulations in LS-Dyna.

For LS-Dyna implementation, a keyword (.k) file is generated by the main program by using the effective mesoscale data which is thereafter run by invoking LS-Run so as to generate D3plots (.d3plot). An implicit check is triggered at the end of every iteration to ensure the consistency of information flow throughout the hierarchy and the information is logged. For double-precision Dyna solvers, open-source packages for automated post-processing are not yet available and it provides a scope for future work. In the current scope of this study, the peak energy is extracted from Dyna D3Plots.

Once the macroscale data is obtained and stored, the input parameters combination is continuously updated leading to micro-meso-macro simulations in a nested iterative process. The nested iterative process progresses for every material configuration as well as for different loading types in all the three length scales and thus generates a large dataset. The choice of Python as the platform for data generation facilitates the implementation of open-source packages scikit-learn, pandas, NumPy as essential toolboxes for ML, described in the subsequent sections. The modularity of the presented framework enables the re-utilization of modules for a variety of structural responses (viz. buckling of the cylinder) or coupled studies (viz. instability analysis with UNDEX).
4.3 Machine Learning-Based Performance Prediction

A multilayer perceptron (MLP) [19] which is a class of feedforward neural network containing an input layer, a hidden layer, and an output layer, is leveraged here. The MLP NN model is trained using the backpropagation algorithm [19]. Thus, hyperparameters such as the number of hidden layers, number of hidden nodes, optimizer, batch size, number of epochs need to be optimized prior to prediction. The loss function implemented for the back propagation in the neural network (NN) is mean squared error (MSE) loss; while for selecting the hyper-parameters such as number of neurons in NN, both MSE and $R^2$ are used where a trade-off is sought for minimum MSE and high $R^2$. The loss function is optimized using Adam Optimization Algorithm [80]. Figure 15 shows the MSE obtained from MLP-NN (with two hidden layers) with an increasing number of neurons. It is to be noted that the model complexity increases with the number of neurons. As observed from Figure 15, the MSE keeps on decreasing till 13 beyond which it achieves an inflection point and the MSE values start increasing. In other words, for an increasing number of neurons till 13, the model gets better at interpolating points. Thus, in this study, two hidden layers of thirteen hidden
nodes are used to prevent overfitting of data. An Adam optimizer is adopted for the study with a learning rate of 0.001 and epochs at 400 for a batch size of 32. The optimized neural network is provided in Section F of the supplementary material.

Figure 15. MSE values with varying number of neurons as obtained from training and validation data-sets (optimum number of neurons is chosen at minimum MSE) for peak internal energy.

Figure 16 plots the predicted responses (using NN with 2 hidden layers and 13 neurons) against the measured values computed by multiscale FE simulations. Overall, a good prediction accuracy is achieved for the test dataset with an $R^2$ value of 0.85. This can be attributed to the robustness of the back-propagation method in NN-MLP.
Figure 16. Comparison of predicted energies from NN (number of neurons equal to 13) and measured values from multiscale FSI simulations for large datasets of peak internal energy

The interpretability of the NN predictions using SHAP enables to ascertain the impact of each feature on the prediction. This is quantified by assigning an importance value to each feature toward a respective prediction. Figure 17 shows the SHAP values for each feature in the model (explosive energy, stand-off distance, ratio of coating to wall thickness, and material density).

![SHAP values for multiple features](image)

Figure 17. SHAP value for multiple features on target peak internal energy prediction of a laminated cylinder subjected to UNDEX

For the adopted range of the input parameters, standoff distance and the ratio of coating thickness to the wall thickness show a dominant effect on the model output followed by the explosive energy and the material density. Considering a fixed explosive energy-standoff distance combination, the ratio of coating thickness to the wall thickness shows a significantly higher influence on the model output as compared to density. Such results can have significant implications toward providing opportunities to tune the coating thickness for optimized energy dissipation in case of a nearfield underwater explosion event. While density plays a less significant role, it is to be noted that the density study in the current scope is limited to matrix materials or polymeric coatings and not foam type structures (with significantly stiff plates and very-low-density foams sandwiched in between) where a higher SHAP for material density would be anticipated.

4. CONCLUSIONS

This paper synergistically integrates high throughput FE simulations and ML to predict the dynamic response of coated composite cylinders subjected to the nearfield underwater explosion. Overall, the ML-based predictive technique showed excellent efficacy toward the prediction of the internal energy of the coated cylinder under nearfield explosion. The modular design of the simulation framework enables
multiple components in a plug-and-play approach for modifications in either micro, meso, and macro scales. This provides the flexibility required for the incorporation of a plethora of responses that can result from imperfections introduced by manufacturing or environmental exposures.

In a bid to interpret the NN results and to elucidate the underlying governing features, a SHAP analysis is carried out. The results suggest that the stand-off distance and the energy of the explosive play a dominant role in the energy transmitted to the configuration whereby the mitigation effects are primarily pronounced by the coating thickness.

Overall, the performance prediction ability and the inferences from the study of coated laminated cylinders subjected to a near-field explosive event underscore the capability of the framework as a potential design optimizer. The key innovations brought about by the current scope of study are presented herewith: (a) a comprehensive multiscale strategy for effective property prediction of woven laminates for high-rate loadings under directional loading scenarios; (b) an encapsulated approach to effective property prediction and the subsequent utilization of such properties for explicit analysis of macro structures under complex high-rate loadings; (c) laying the foundation for an inheritance-based approach where effective material properties and or laminate characteristics can be obtained in a hybrid fashion using both experimental observations and the multiscale framework (for instance, the coating input properties are experimentally obtained whereas the laminate properties are simulated); (d) a polymorphic approach to studying the structural responses of coated laminated cylinders under explosive loadings where certain key material characteristics of the model can be re-used in a parametric environment by modulating variables such as explosive charge energy and stand-off distance (e) developing an open-source, user-extendable environment for relatively inexpensive computation of coating performance in a comparative framework by utilizing neural networks.

While the ML-based model presented here can be used as a starting point toward developing a user-friendly predictive tool for materials engineers and designers, the influence of some additional aspects such as (1) increase in the number of performance descriptors i.e., increase in the dimensionality of the input space, (2) using several neural network architectures such as changing the activation function at each hidden layer and the output layer, the size of neurons for each hidden layers, the weight initialization, normalizing or scaling data, different learning algorithm parameters, and (3) last but not the least increase in the number of data points within the dataset, on the predictive efficacy can be further investigated in a series of future studies toward building a robust and generalized tool.
5. DATA AVAILABILITY

The raw data required to reproduce these findings are available to download from https://github.com/iamsumeru/Simulated-Dataset-UNDEX-Response-of-coated-composite-cylinders.git.
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