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ABSTRACT

Sets of orthogonal polynomials are bases for polynomial spaces Pn. As a

result, polynomials can be expressed in coefficients relative to a particular family

of orthogonal polynomials. The connection problem refers to the task of converting

from coefficients in one of these bases to coefficients in another. The entries of the

matrix that applies such a change of basis, known as the connection coefficients,

are well-known values that can be computed via direct computation or matrix

inversion; however this can be computationally expensive. Thus their accurate and

efficient computation is a relevant topic of research in numerical linear algebra, and

can be found in the current literature.

The two manuscripts included in this thesis address the connection problem.

In the first manuscript, a connection within the classical real orthogonal poly-

nomials of a single parameter (Hermite, Laguerre,and Gegenbauer) is discussed.

The spectral connection matrix related to a connection matrix is defined. It is

also shown that this spectral connection matrix in each case within the single-

parameter classical families is quasiseparable, with specific generators provided.

Additionally this manuscript proposes an algorithm that efficiently computes the

desired connection matrix given the generators of its corresponding spectral con-

nection matrix.

The second manuscript dramatically generalizes the result of the first. It

addresses the structure of the spectral connection matrix associated with a much

broader group of connections. The target family is allowed to be any of the classical

types, including Jacobi. The source family is allowed to be any of the classical types

or Bessel, which is not considered classical here. In these cases it is shown that

once again the spectral connection matrix is quasiseparable, and specific generators

are provided. The algorithm from the first manuscript allows for the efficient



computation of the desired connection matrix given the generators of the associated

spectral connection matrix.

The appendix at the conclusion provides some details for the reader’s refer-

ence. It begins with a review of orthogonal polynomials, and highlights the classical

types. It then provides a review of some basic linear algebra concepts that are rel-

evant to the manuscripts, and concludes with a survey of quasiseparable matrices.

The appendix also references research activity in the field.
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PREFACE

This thesis is in the manuscript format. It contains two manuscripts and one

introductory appendix. The thesis and each manuscript were compiled under the

supervision of advisor Dr. Tom Bella.

Manuscript 1 is entitled “The spectral connection matrix for classical orthogo-

nal polynomials of a single parameter”. Thesis advisor Dr. Tom Bella is coauthor.

It was published in Linear Algebra and Its Applications in 2014.

Manuscript 2 is entitled “The spectral connection matrix for any change of

basis within the classical real orthogonal polynomials”. Thesis advisor Dr. Tom

Bella is coauthor. It has been submitted for publication to Mathematics, spe-

cial issue on ”New Trends in Applications of Orthogonal Polynomials and Special

Functions”.
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Abstract

In this paper we study the so–called connection problem of, given a polynomial

expressed in the basis of one set of orthogonal polynomials, computing the coef-

ficients with respect to a different set of orthogonal polynomials. We restrict our

current study to the classical real orthogonal polynomials of the Hermite, Laguerre,

and Gegenbauer (including Legendre) families.

The computational tool for this work is the class of quasiseparable matri-

ces. While the relationships between orthogonal polynomials and rank–structured

matrices such as quasiseparable matrices are very well–known, in this paper we

investigate a more recently considered relationship. We prove that, while the con-

nection matrix that implements the desired connection is not itself quasiseparable,

it is an eigenvector matrix of one that is quasiseparable. We suggest to refer to

this structured matrix as the spectral connection matrix.

Finally, we present a simple algorithm exploiting the computationally favor-

able properties of quasiseparable matrices to implement the desired change of basis.

By exploiting the quasiseparable structure, this algorithm enjoys an order of mag-

nitude reduction of complexity as compared to the simple method of inverting the

connection matrix directly. While not the focus of the paper, some very prelim-

inary numerical experimentation shows some positive indications that even with

this reduction in complexity the accuracy of the resulting change of basis algorithm

is comparable to that of inverting the connection matrix directly.

1.1 Introduction

Let {Pk(x)}∞k=0 be a sequence of real–valued polynomials, with deg(Pk(x)) =

k, and let w(x) be a non–negative real–valued weight function on some interval

[a, b]. Then {Pk(x)}∞k=0 is said to be orthogonal with respect to the weight function

w(x) on [a, b] if for each j 6= k, 〈Pk, Pj〉 =
∫ b
a
Pk(x)Pj(x)w(x) dx = 0. The
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expansions of polynomials in bases of such orthogonal polynomials are of interest

in mathematics, among many other uses of orthogonal polynomials. In this paper

we will be concerned specifically with the Hermite, Laguerre, and Gegenbauer

families, which are classical real orthogonal polynomials defined by (at most) a

single parameter. While the Gegenbauer families compose the subset of Jacobi

polynomials with two equal parameters, it should be noted that the general Jacobi

case is not considered here, as in general Jacobi polynomials are described by two

parameters, namely α and β describing the weight function w(x) = (1−x)α(1+x)β.

Extensions to include this and other cases are the topic of forthcoming work.

The classical orthogonal polynomials are useful in applications too numerous

to include a full list, but notably include Gaussian quadrature [15], random matrix

theory [13], fluid dynamics [29], and computations in quantum mechanics [32]; for

a longer attempt at listing applications, see [24].

We consider the problem of, given constants {ak} and orthogonal polynomials

{Pk} and {Qk}, computing constants {bk} such that
∑
akPk =

∑
bkQk. We’ll

refer to this as the connection problem, and further distinguish between the cases

where {Pk} and {Qk} belong to the same family of orthogonal polynomials (both

are Gegenbauer for different values of the defining parameter, etc.)and where they

do not. The simpler former case can be considered as a change of parameter,

while the latter involves changing between different families of orthogonal polyno-

mials. In this paper we restrict attention to the connection problem within and

between the classical real orthogonal polynomials defined by a single parameter,

listed above. The connection problem appears in areas such as harmonic analysis

[38], mathematical physics [3], combinatorics [35], etc. There has been particular

interest in the positivity of connection coefficients as well [14, 36, 37, 40].

It is obvious that the connection problem can be solved by determining the

3



entries of a suitable connection matrix. While the recurrence relations satisfied by

real orthogonal polynomials may seem to reduce the computational complexity of

this approach, inversion at a cost of O(n3) operations is still required. The entries

of this connection matrix itself, commonly called the connection coefficients, also

have applications in pure mathematics, applied mathematics, and physics, as is

studied in [2, 3, 14, 35, 37].

The connection problem has been addressed extensively in the literature. For

example, in 2013 Maroni and da Rocha [23] applied useful identities of orthogonal

polynomials to produce a recurrence relation for connection coefficients. In [22]

this work was developed in Mathematica. Other work on the connection problem

can be found in [12, 21, 33, 34].

Special cases of applying connection coefficients within the classical orthogonal

polynomials have also been developed, such as in [1, 18, 20, 30].

Currently, perhaps the most complete solution to the connection problem

within the classical real orthogonal polynomials comes from [16]. In it the authors

applied the approach of [31] to the special case of classical families. They describe

how the careful application of orthogonal polynomial identities can lead to a se-

ries of recurrence relations that generate the desired connection coefficients. The

article, however, does not specifically address each connection case among the Her-

mite, Laguerre, and Gegenbauer families, but rather presents a general framework,

requiring derivations for specific cases, which are left largely to the reader.

Another more recent approach to the connection problem has involved the

use of rank structured matrices [17, 25, 27]. Although their traditional connection

to orthogonal polynomials has been as moment matrices or recurrence matrices,

alternative links have also been made recently, which have contributed to the con-

nection problem. In 1991 Alpert and Rokhlin [1] addressed the connection prob-
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lem between Legendre and Chebyshev polynomials. Later Keiner made significant

progress in solving the change–of–parameter connection problem within the classi-

cal real orthogonal polynomials in [19] and [20] by exploiting the rank structure of

a matrix that features the connection coefficients as an eigenvector matrix. While

the progress made was significant, Keiner addresses only the connection problem

as a change of parameter within the Jacobi polynomials or within the Laguerre

polynomials.

Here we extend this recent work to include the connections among any fam-

ilies from Hermite, Laguerre, and Gegenbauer, such as Gegenbauer to Laguerre

or Laguerre to Hermite. This is done by deriving algorithms based on a different

class of rank–structured matrices known as quasiseparable matrices. Relationships

between quasiseparable and other rank–structured matrices and orthogonal poly-

nomials are numerous (see, for instance, [5, 26, 28] and the references therein).

In particular it is this class of matrices that will allow us to extend the approach

of Keiner on a broader scale, between the Hermite, Laguerre, and Gegenbauer

families.

The structure of the paper is as follows. In Section 2, we collect some well–

known results about the classes of orthogonal polynomials considered, for the

reader’s convenience. Next, Section 3 introduces the class of quasiseparable matri-

ces, the main computational tool of our algorithm. While the connection matrix is

not itself quasiseparable, we show that it is a scaled eigenvector matrix of a known

(and easily computable) quasiseparable matrix, which we suggest to call the spec-

tral connection matrix. This is shown in Section 4, and explicit expressions for the

generators are given in Section 5. Implementation details and numerical experi-

ments are given in Sections 6 and 7, respectively, and some conclusions are offered

in the final section.
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1.2 Orthogonal Polynomials

In this section we collect some useful information about these classical or-

thogonal polynomials for the reader’s reference. Let P = {Pk(x)}nk=0 and

Q = {Qk(x)}nk=0 satisfying deg(Pk) = deg(Qk) = k be two bases for Pn, the space

of polynomials of degree at most n. Given a polynomial p(x) =
∑n

k=0 akPk(x),

we seek to compute {bk}nk=0 such that p(x) =
∑n

k=0 bkQk(x). In general, the com-

putation of these bk coefficients directly in the obvious way is computationally

expensive, requiring O(n3) operations in general. If P and Q are sets of real or-

thogonal polynomials (orthogonal with respect to two inner products on Pn, 〈·, ·〉P

and 〈·, ·〉Q, respectively), it is known that [b0 · · · bn]T = Φ[a0 · · · an]T , where Φ is

given by

Φ = (φi,j)
n
i,j=0 such that φi,j =

〈Pj, Qi〉Q
〈Qi, Qi〉Q

.

As each inner product requires integration with respect to an arbitrary weight

function, this Φ is nontrivial to compute. In this paper we consider the cases of

the above problem in which P and Q are single–parameter classical orthogonal

polynomials of the Hermite, Laguerre, and Gegenbauer types. While there exist

various normalizations of these polynomials that are useful in various contexts, in

this paper we consider the monic normalization only.

Definition 1.2.1. The (monic) Hermite polynomials {Hk(x)}∞k=0 form a sequence

of polynomials orthogonal with respect to w(x) = e−x
2

on the interval (−∞,∞).

They are given by the following recurrence relation:

H−1(x) := 0, H0(x) := 1, and
Hk+1(x) := xHk(x)− k

2
Hk−1(x) for k = 0, 1, 2, . . .

(1)

Each Hk is an eigenfunction of the differential operator

DH = − d2

dx2
+ 2x

d

dx
(2)

corresponding to eigenvalue 2k.
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Definition 1.2.2. The (monic) Laguerre polynomials corresponding to fixed pa-

rameter γ > −1, denoted {L(γ)
k (x)}∞k=0, form a sequence of polynomials orthogonal

with respect to w(x) = xγe−x on the interval [0,∞). They are given by the following

recurrence relation:

L
(γ)
−1(x) := 0, L

(γ)
0 (x) := 1, and

L
(γ)
k+1(x) := xL

(γ)
k (x)− (2k + γ + 1)L

(γ)
k (x)− k(k + γ)L

(γ)
k−1(x) for k = 0, 1, 2, . . .

(3)

Each L
(γ)
k is an eigenfunction of the differential operator

Dγ = −x d
2

dx2
− (1 + γ − x)

d

dx
(4)

corresponding to eigenvalue k.

Definition 1.2.3. The (monic) Gegenbauer polynomials corresponding to fixed

parameter α > −1 (α 6= −1/2), denoted {G(α)
k (x)}∞k=0, form a sequence of polyno-

mials orthogonal with respect to w(x) = (1−x2)α on the interval [−1, 1]. They are

given by the following recurrence relation:

G
(α)
−1 (x) := 0, G

(α)
0 (x) := 1, and

G
(α)
k+1(x) := xG

(α)
k (x)− k(2α + k)

(2α + 2k + 1)(2α + 2k − 1)
G

(α)
k−1(x) for k = 0, 1, 2, . . .

(5)

Each G
(α)
k is an eigenfunction of the differential operator

Dα = −(1− x2) d
2

dx2
+ (2α + 2)x

d

dx
(6)

corresponding to eigenvalue k(k + 2α + 1). Note that letting α = 0 generates the

family of monic Legendre polynomials. It should also be noted that the restriction

α 6= −1/2 is due to the chosen monic normalization.

It is well known that for any choice of n ∈ N, each of {Hk(x)}nk=0, {L
(γ)
k (x)}nk=0

for any valid γ, and {G(α)
k (x)}nk=0 for any valid α forms a basis for Pn. The following

lemma, which follows easily from [19], will be useful in later sections.
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Lemma 1.2.4. The (monic) Hermite polynomials {Hk(x)}k satisfy

d

dx
(Hk(x)) = kHk−1(x)

and
d2

dx2
(Hk(x)) = k(k − 1)Hk−2(x).

The (monic) Laguerre polynomials {L(γ)
k (x)}k satisfy

d

dx
(L

(γ)
k (x)) =

k−1∑
i=0

(−1)k−i+1k!

i!
Li(x)

and
d2

dx2
(L

(γ)
k (x)) =

k−2∑
i=0

(−1)k−i(k − i− 1)
k!

i!
Li(x).

The (monic) Gegenbauer polynomials {G(α)
k (x)}k satisfy

d

dx
(G

(α)
k (x)) =

k−1∑
i=0

CkDi((−1)k+i+1 + 1)G
(α)
i (x)

and
d2

dx2
(G

(α)
k (x)) =

k−2∑
i=0

4CkDi

k−i−1∑
l=1
l odd

Ck−lDk−l

G
(α)
i (x),

where

Ck =
Γ(k + α + 1)2k−1Γ(k + 1)

Γ(2k + 2α + 1)
, Di =

Γ(2i+ 2α + 2)

Γ(i+ α + 1)2iΓ(i+ 1)
.

1.3 Quasiseparable Matrices

The class of quasiseparable matrices has received a lot of attention in recent

years, and in particular the use of the generator representation (Theorem A.5.5

below) to reduce the complexity of algorithms versus the standard complexity on

an unstructured matrix [6, 8, 9, 10]. As quasiseparable matrices compose a large

class that includes several common and useful structures, any result generalized to

the entire class becomes a widely effective one. For the purposes of this paper, we

will only need matrices which have rank structure in the upper triangular portion.

It will also be convenient later, in order to accommodate the polynomial indexing,

to index the parameters from 0 instead of the standard 1.
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Definition 1.3.1. A matrix A is (0, nU)–quasiseparable (or upper nU–

quasiseparable) if it is upper triangular and max(rankA12) = nU , where the maxi-

mum is taken over all symmetric partitions of the form

A =

[
? A12

? ?

]
.

Among the many important subclasses of upper quasiseparable matrices are

the banded matrices, and diagonal–plus–upper–semiseparable matrices. A matrix

is diagonal–plus–upper–semiseparable if it is of the form

diag(d) + triu(uvT )

for d,u,v n–vectors, and triu denotes the strictly upper triangular portion. Both

banded matrices and diagonal–plus–upper–semiseparable matrices are easily seen

to satisfy the low–rank conditions, and are hence quasiseparable. It should be

noted, however, that these two subclasses do not overlap nontrivially. Indeed, in

general, diagonal–plus–upper–semiseparable matrices have the form
d1 u1v2 u1v3 · · · u1vn
0 d2 u2v3 · · · u2vn

0 0 d3
. . .

...
...

...
. . . . . . un−1vn

0 0 · · · 0 dn


from which we can see any zero entries anywhere in the strictly upper triangu-

lar portion force zero entries in either the entire row or column, up to the main

diagonal. Thus diagonal–plus–upper–semiseparable matrices cannot have positive

upper bandwidth. Details may be found in [4].

The computational advantage in working with rank–structured matrices such

as quasiseparable matrices lies in the fact that the n2 entries of an n × n qua-

siseparable matrix can be represented by only O(n) parameters. Thus many tasks

involving such a matrix, such as calculating an eigenvector matrix, can require

9



considerably fewer operations than that for an unstructured matrix of the same

size. The following generator representation is well–known [11] to be equivalent to

the definition in terms of ranks above.

Theorem 1.3.2. Let A be an (n + 1) × (n + 1) matrix. Then A is (0, nU)-

quasiseparable if and only if there exists a set of generators {dl, gi, bk, hj} for

i = 0, . . . , n− 1, j = 1, . . . , n, k = 2, . . . , n− 1, and l = 0, . . . , n such that

d0

. . . gibi+1 · · · bj−1hj

. . .

dn


.

The generators of A are matrices of the sizes

dk gk bk hk
size 1× 1 1× rk rk−1 × rk rk−1 × 1

range k ∈ [0, n] k ∈ [0, n− 1] k ∈ [1, n− 1] k ∈ [1, n]

where max
k
rk = nU .

Note that in the above theorem, the rows and columns of A and the corre-

sponding generators are indexed from 0 instead of the traditional 1. This indexing

is much more convenient considering that many of the matrices we consider will

have column k correspond to a polynomial of degree k.

1.4 The Spectral Connection Matrix

In this section we introduce the spectral connection matrix, which is a par-

ticular matrix that will be associated with any given change of basis within the

classical orthogonal polynomials. It is this matrix whose rank structure will be

exploited in order to apply a desired change of basis.

Definition 1.4.1. Let n ∈ N, and suppose that P = {Pk(x)}nk=0 and Q =

{Qk(x)}nk=0 are two finite families of classical orthogonal polynomials with inner

10



products 〈·, ·〉P and 〈·, ·〉Q respectively. Let DP be the differential operator associ-

ated with P (that is, each Pk is an eigenfunction of DP ). Let

gij =
〈Qi,DP (Qj)〉Q
〈Qi, Qi〉Q

.

Then the matrix G = (gij)
n
i,j=0 is called the spectral connection matrix from P to

Q.

The next theorem reveals the relationship between the spectral connection

matrix and the connection matrix itself. The proof comes from [19].

Theorem 1.4.2. Let P = {Pk(x)}nk=0 and Q = {Qk(x)}nk=0 be two finite families

of classical orthogonal polynomials. Let Φ be the connection matrix from P to Q,

and let G be the spectral connection matrix from P to Q. Then Φ is the eigenvector

matrix of G with each diagonal entry scaled to 1.

Proof. First, let each Pk(x) be an eigenfunction of the differential operator DP

corresponding to eigenvalue λk, as provided in Definitions A.2.1, A.2.2, and 1.2.3.

Let Φ =
[
φ0 . . . φn

]
.

(Gφm)l =
n∑
j=0

gl,jφj,m =
n∑
j=0

〈
Ql,DP (Qj)

〉
Q

〈Ql, Ql〉Q
φj,m

=

〈
Ql,DP

(
n∑
j=0

φj,mQj

)〉
Q

〈Ql, Ql〉Q
=

〈
Ql,DP (Pm)

〉
Q

〈Ql, Ql〉Q

=
〈Ql, λmPm〉Q
〈Ql, Ql〉Q

=

〈
Ql, λm

n∑
j=0

φj,mQj

〉
Q

〈Ql, Ql〉Q

= λm

n∑
j=0

〈Ql, Qj〉Q
〈Ql, Ql〉Q

φj,m = λmφn,l.

Note that each entry of the diagonal of Φ will be 1, as we are converting between

monic polynomials.
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The following theorem is a thorough computation of the entries of a general

spectral connection matrix. It should be noted that in [19], the spectral connec-

tion matrix within the Laguerre or within the Jacobi families is addressed, but

only when the two sets of polynomials are both Laguerre, both Jacobi, etc. In

the following theorem, no such restrictions are placed on the involved classical

orthogonal polynomials, and so it enables conversion between different classes of

orthogonal polynomials.

Theorem 1.4.3. Let P = {Pk(x)}nk=0 and Q = {Qk(x)}nk=0 be two families

of (monic) classical orthogonal polynomials, and let G = (gi,j)
n
i,j=0 be the spec-

tral connection matrix from P to Q. Suppose that each Qk(x) is an eigenfunc-

tion of the differential operator DQ, as provided in Definitions A.2.1, A.2.2, and

1.2.3, corresponding to eigenvalue λk. Similarly let each Pk(x) be an eigen-

function of the differential operator DP . Suppose that there exist constants

a, b, c, d, e,
{
{njk}

n−1
k=0

}n
j=0

,
{
{mj

k}
n−2
k=0

}n
j=0

, {γk}nk=0, {δk}nk=0, and {εk}nk=0 satisfying

(DP −DQ)(y) = (ax2 + bx+ c)
d2y

dx2
+ (dx+ e)

dy

dx

d

dx
(Qj(x)) =

j−1∑
k=0

njkQk(x)

d2

dx2
(Qj(x)) =

j−2∑
k=0

mj
kQk(x)

xQk(x) = γkQk+1(x) + δkQk(x) + εkQk−1(x).
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Then the entries of G are given by

gi,j =

{
λi, i = j,
0, otherwise

+

{
aγi−2γi−1m

j
i−2 + dγi−1n

j
i−1, i ≤ j,

0, otherwise

+

{
enji + dnjiδi + bγi−1m

j
i−1 + aγi−1m

j
i−1(δi−1 + δi), i < j,

0, otherwise

+

{
cmj

i + bmj
iδi + amj

i (γiεi+1 + δ2i + γi−1εi) + dnji+1εi+1, i < j − 1,
0, otherwise

+

{
bmj

i+1εi+1 + amj
i+1(δi+1εi+1 + εi+1δi), i < j − 2,

0, otherwise

+

{
amj

i+2εi+2εi+1, i < j − 3,
0, otherwise

.

Proof. First, note that through direct substitution, xQk(x) = γkQk+1(x) +

δkQk(x) + εkQk−1(x) gives that x2Qk(x) = γkγk+1Qk+2 + (γkδk + γkδk+1)Qk+1 +

(γkεk+1 + δ2k + γk−1εk)Qk + (δkεk + εkδk−1)Qk−1 + εkεk−1Qk−2. By definition,

gij =
〈Qi,DP (Qj)〉Q
〈Qi, Qi〉Q

, and applying identities we have

gij =
1

〈Qi, Qi〉Q
(
〈Qi,DQ(Qj)〉Q + 〈Qi, (DP −DQ)(Qj)〉Q

)
=

1

〈Qi, Qi〉Q
(
〈Qi, λjQj〉Q + 〈Qi, (DP −DQ)(Qj)〉Q

)

=


λi, i = j,

0, otherwise

+
1

〈Qi, Qi〉Q
(
〈Qi, (DP −DQ)(Qj)〉Q

)

=


λi, i = j,

0, otherwise

+
1

〈Qi, Qi〉Q
(
〈Qi, (ax

2 + bx+ c)Q′′j 〉Q + 〈Qi, (dx+ e)Q′j〉Q
)

=


λi, i = j,

0, otherwise

+
1

〈Qi, Qi〉Q

(
〈Qi, a

j−2∑
k=0

mj
kx

2Qk〉Q + 〈Qi, b

j−2∑
k=0

mj
kxQk〉Q

+ 〈Qi, c

j−2∑
k=0

mj
kQk〉Q + 〈Qi, d

j−1∑
k=0

njkxQk〉Q + 〈Qi, e

j−1∑
k=0

njkQk〉Q

)
.
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Simplifying, we have

=


λi, i = j,

0, otherwise

+


cmj

i , i < j − 1,

0, otherwise

+


enji , i < j,

0, otherwise

+
1

〈Qi, Qi〉Q

(
〈Qi, a

j−2∑
k=0

mj
k(γkγk+1Qk+2 + (γkδk + γkδk+1)Qk+1

+(γkεk+1 + δ2k + γk−1εk)Qk + (δkεk + εkδk−1)Qk−1 + εkεk−1Qk−2)〉Q

+〈Qi, b

j−2∑
k=0

mj
k(γkQk+1 + δkQk + εkQk−1)〉Q

+ 〈Qi, d

j−1∑
k=0

njk(γkQk+1 + δkQk + εkQk−1)〉Q

)

=


λi, i = j,

0, otherwise

+


cmj

i , i < j − 1,

0, otherwise

+


enji , i < j,

0, otherwise

+
1

〈Qi, Qi〉Q

(
a

j−2∑
k=0

mj
k〈Qi, γkγk+1Qk+2 + (γkδk + γkδk+1)Qk+1

+(γkεk+1 + δ2k + γk−1εk)Qk + (δkεk + εkδk−1)Qk−1 + εkεk−1Qk−2〉Q

+b

j−2∑
k=0

mj
k〈Qi, γkQk+1 + δkQk + εkQk−1〉Q

+ d

j−1∑
k=0

njk〈Qi, γkQk+1 + δkQk + εkQk−1〉Q

)
.

Then, taking advantage of the linearity of the inner product and orthogonality, we

arrive at the desired result.

The specific spectral connection matrix for a given case (i.e. from Laguerre to

Hermite, etc.) can be found from this theorem and the well–known values of the

involved constants. For convenience, the values of the constants described in this

theorem for the cases we consider are collected in Appendix 1, and the resulting

theorems for each case are stated explicitly next.
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Theorem 1.4.4. The spectral connection matrix G = (gij)
n
i,j=0 from the finite

Laguerre family {L(γ)
k (x)}nk=0 to the finite Hermite family {Hk(x)}nk=0 is given by

gij =



i, i = j,

−(i+ 1)(i+ 1 + γ), i = j − 1,

1
2
(i+ 2)(i+ 1), i = j − 2,

−1
2
(i+ 3)(i+ 2)(i+ 1), i = j − 3,

0, otherwise.

Theorem 1.4.5. The spectral connection matrix G = (gij)
n
i,j=0 from the finite

Gegenbauer family {G(α)
k (x)}nk=0 to the finite Hermite family {Hk(x)}nk=0 is given

by

gij =



i(2α + i+ 1), i = j,

1
2
(i+ 1)(i+ 2)(2i+ 2α + 1), i = j − 2,

1
4
(i+ 4)(i+ 3)(i+ 2)(i+ 1), i = j − 4,

0, otherwise.

Theorem 1.4.6. The spectral connection matrix G = (gij)
n
i,j=0 from the finite

Hermite family {Hk(x)}nk=0 to the finite Laguerre family {L(γ)
k (x)}nk=0 is given by

gij =



2j, i = j,

2j(j + γ), i = j − 1,

(−1)j−i(i− j + 1)
j!

i!
, i < j − 1,

0, otherwise.

Theorem 1.4.7. The spectral connection matrix G = (gij)
n
i,j=0 from the finite

Gegenbauer family {G(α)
k (x)}nk=0 to the finite Laguerre family {L(γ)

k (x)}nk=0 is given
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by

gij =



j(j + 2α + 1), i = j,

j[2j2 + (2α + 2γ)j + 2αγ], i = j − 1,

j(j − 1)[j2 + (2γ − 1)j − 1− γ + γ2], i = j − 2,

(−1)j−i
j!

i!
(i− j + 1), i < j − 2,

0, otherwise.

Theorem 1.4.8. The spectral connection matrix G = (gij)
n
i,j=0 from the finite

Hermite family {Hk(x)}nk=0 to the finite Gegenbauer family {G(α)
k (x)}Nk=0 is given

by

gij =



j(j + 2α + 1)− 4CjDj−2Cj−1Dj−1 − 4αCjDj−1, i = j,

−4Cj

Di−2

j−i+1∑
l=1
l odd

Cj−lDj−l + (εi+1 + εi)Di

j−i−1∑
l=1
l odd

Cj−lDj−l

+αDi−1 + αεi+1Di+1 + εi+2εi+1Di+2

j−i−3∑
l=1
l odd

Cj−lDj−l

 , i < j, i+ j even,

0, otherwise,

where Ck and Dk are as in Lemma 2.2.4, and εk =
k(2α + k)

(2α + 2k + 1)(2α + 2k − 1)
.

Theorem 1.4.9. The spectral connection matrix G = (gij)
n
i,j=0 from the finite La-

guerre family {L(γ)
k (x)}nk=0 to the finite Gegenbauer family {G(α)

k (x)}nk=0 is given by
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gij =



j(j + 2α + 1)− 4CjDj−2Cj−1Dj−1 − 2(2α + 1)CjDj−1, i = j,

−2Cj

2Di−2

j−i+1∑
l=1
l odd

Cj−lDj−l − 2(1− εi+1 − εi)Di

j−i−1∑
l=1
l odd

Cj−lDj−l

+(2α + 1)Di−1 + (2α + 1)εi+1Di+1 + 2εi+2εi+1Di+2

j−i−3∑
l=1
l odd

Cj−lDj−l

 , i < j, i+ j even,

−2Cj

(1 + γ)Di + 2Di−1

j−i∑
l=1
l odd

Cj−lDj−l + 2εi+1Di+1

j−i−2∑
l=1
l odd

Cj−lDj−l

 , i < j, i+ j odd,

0, otherwise,

where Ck and Dk are as in Lemma 2.2.4, and εk =
k(2α + k)

(2α + 2k + 1)(2α + 2k − 1)
.

1.5 Structure of Spectral Connection Matrices

In [19], it is proven that the spectral connection matrices within the Gegen-

bauer family and within the Laguerre family (that is, when the two families between

which we convert are the same, with different values of parameters) have diagonal–

plus–upper–semiseparable structure. In this section, we consider the case of con-

verting between different families, and show that the rank structure that results is

quasiseparable (a more general class than diagonal–plus–upper–semiseparable).

Furthermore, some of these cases yield banded matrices (which are quasisepa-

rable, but not diagonal–plus–upper–semiseparable, as discussed above), indicating

that the correct class of rank structures to consider for the connection problem

seems to be quasiseparable.

The following theorems complete the information for all connections among

the Gegenbauer, Laguerre, and Hermite families. Additionally, generators (see

Theorem A.5.5) are provided for each case, which will be used in the algorithm.

For simplicity, we omit the ranges on all indices, which may be found in Theorem
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A.5.5.

Theorem 1.5.1. Let G be the spectral connection matrix from the finite Laguerre

family {L(γ)
k (x)}nk=0 to the finite Hermite family {Hk(x)}nk=0. Then G is (0, 3)-

quasiseparable.

Proof. From Theorem 1.4.4, it is obvious that G is banded, with non–zero entries

appearing only on the main diagonal and first three superdiagonals. This is suf-

ficient for the proof, but for convenience we also note that the generators of G

are

dk = k, gi =
[

1
4
(−1)i 1

8
(−1)i 1

2
(−1)i(i+ 1 + γ)

]
,

hj =
[

1
2
j(−1)j+1 j(−1)j 2j(−1)j

]T
, bk =

 0 k 0
0 0 k
0 0 0

 ,
which may be easily verified.

Theorem 1.5.2. Let G be the spectral connection matrix from the finite Gegen-

bauer family {G(α)
k (x)}nk=0 to the finite Hermite family {Hk(x)}nk=0. Then G is

(0, 4)-quasiseparable.

Proof. From Theorem 1.4.5, it is obvious that G is banded, with non–zero entries

appearing only on the main diagonal and up to the fourth superdiagonal. This is

sufficient for the proof, but for convenience we also note that the generators of G

are

dk = k(2α + k + 1), gi =
[

1
4

0 1
2
(2i+ 2α + 1) 0

]
,

hj =
[

0 0 0 j
]T
, bk =


0 k 0 0
0 0 k 0
0 0 0 k
0 0 0 0

 ,
which may be easily verified.
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Theorem 1.5.3. Let G be the spectral connection matrix from the finite Hermite

family {Hk(x)}nk=0 to the finite Laguerre family {L(γ)
k (x)}nk=0. Then G is (0, 3)-

quasiseparable.

Proof. Generators for this matrix G are given by

dk = 2k, gi =

[
(−1)i(i+ 1)

i!

(−1)i+1

i!
2(i+ 1)(i+ 1 + γ)

]
,

hj =
[

(−1)jj! (−1)jj!j 1
]T
, bk =

 1 0 0
0 1 0
0 0 0

 .
It is straightforward to check that these parameters define G, and then by Theorem

A.5.5 G is (0, 3)-quasiseparable.

Theorem 1.5.4. Let G be the spectral connection matrix from the finite Gegen-

bauer family {G(α)
k (x)}nk=0 to the finite Laguerre family {L(γ)

k (x)}nk=0. Then G is

(0, 4)-quasiseparable.

Proof. Generators for G are given by

dk = k(k + 2α + 1), gi =

[
(−1)ii

i!

(−1)i

i!

1

2

1

2

]
.

For the generators hk and bk, we have two cases. For each k, if either k = n or

(
2(k + 1)2 + (2α + 2γ)(k + 1) + 2αγ

)
6= 0,

then set

Bk =
2k((k + 1)2 + (2γ − 1)(k + 1)− γ + γ2)

2(k + 1)2 + (2α + 2γ)(k + 1) + 2αγ
,

and then the generators hk and bk are given by

hk =


(−1)kk!

(−1)kk!(−k + 1)
k(2k2 + (2α + 2γ)k + (2α)γ)
k(2k2 + (2α + 2γ)k + (2α)γ)

 ,
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bk =


1 0 0 0
0 1 0 0
0 0 Bk 0
0 0 0 0

 if k is even, bk =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 Bk

 if k is odd.

If instead for a given value of k we have 2(k + 1)2 + (2α + 2γ)(k + 1) + 2αγ = 0,

then

hk =


(−1)kk!

(−1)kk!(−k + 1)
2k(k − 1)(k2 + (2γ − 1)k − γ + γ2)
−2k(k − 1)(k2 + (2γ − 1)k − γ + γ2)

 ,
and

bk =


1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 0

 if k is even, bk =


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 1

 if k is odd.

It is again straightforward to check that these parameters define G, and then by

Theorem A.5.5 G is (0, 4)-quasiseparable.

Theorem 1.5.5. Let G be the spectral connection matrix from the finite Hermite

family {Hk(x)}nk=0 to the finite Gegenbauer family {G(α)
k (x)}nk=0. Then G is (0, 4)-

quasiseparable.

Proof. The proof is by providing generators for G, which may be verified directly.

Define

ri = Di−2 + (εi+1 + εi)Di + (εi+2εi+1)Di+2

and

si = (Ci−1Di−1−1)Di−2+αDi−1−(εi+1+εi)Di+αεi+1Di+1−(εi+2εi+1)(1+Ci+1Di+1)Di+2

where Ck, Dk, and εk are as in Theorem 1.4.8. Then the generators of G are given

by

dk = k(k + 2α + 1)− 4CkDk−2Ck−1Dk−1 − 4αCkDk−1,
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gi =


[
ri si 0 0

]
, i even[

0 0 ri si

]
, i odd

, hj =


[
−4Cj −4Cj 0 0

]T
, j even[

0 0 −4Cj −4Cj

]T
, j odd

and

bk =


1 CkDk 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 if k is odd, bk =


1 0 0 0
0 1 0 0
0 0 1 CkDk

0 0 0 1

 if k is even.

By Theorem A.5.5 G is (0, 4)-quasiseparable.

Theorem 1.5.6. Let G be the spectral connection matrix from the finite Laguerre

family {L(γ)
k (x)}nk=0 to the finite Gegenbauer family {G(α)

k (x)}nk=0. Then G is (0, 4)-

quasiseparable.

Proof. The proof is by providing generators for G, which may be verified directly.

Define

ti = 2Di−2 − 2(1− εi+1 − εi)Di + 2εi+2εi+1Di+2,

ui = 2Di−2Ci−1Di−1 + (2α + 1)Di−1 + (2α + 1)εi+1Di+1 − 2εi+2εi+1Di+2Ci+1Di+1,

vi = 2Di−1 + 2εi+1Di+1, and wi = (1 + γ)Di + 2Di−1CiDi,

where Ck, Dk, and εk are as in Theorem 1.4.9. Then the generators of G are given

by

dk = dk = k(k + 2α + 1)− 4CkDk−2Ck−1Dk−1 − 2(2α + 1)CkDk−1,

gi =


[
ti ui − ti vi wi − vi

]
, i even[

vi wi − vi ti ui − ti

]
, i odd

,

hj =


[
−2Cj −2Cj 0 0

]T
, j even[

0 0 −2Cj −2Cj

]T
, j odd
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and

bk =


1 CkDk 0 0
0 1 0 0
0 0 1 0
0 0 0 1

 if k is odd, bk =


1 0 0 0
0 1 0 0
0 0 1 CkDk

0 0 0 1

 if k is even.

By Theorem A.5.5 G is (0, 4)-quasiseparable.

1.6 Implementation Details

In the previous sections, we’ve proved that the spectral connection matrix is

quasiseparable, and given explicit formulas for the generators. In this section, we

use this information to provide an algorithm for solving the connection problem,

which essentially then becomes the problem of computing an eigenvector matrix

of an upper triangular and quasiseparable matrix.

The problem of computing eigenvalues and eigenvectors of rank–structured

matrices and quasiseparable matrices in particular has been thoroughly researched

[39], but here we already have the eigenvalues for free from the upper triangular

structure. We only need to compute the eigenvector matrix, and ensure that it

is scaled to have diagonal entries all equal to 1. The following theorem gives a

simple method for computing this eigenvector matrix, which is then the desired

connection matrix.

Theorem 1.6.1. Let G be an (n + 1) × (n + 1) upper triangular quasiseparable

matrix with generators {gi}n−1i=0 , {hj}nj=1, {bm}n−1m=1, and {dl}nl=0. Let

g̃
(k)
i =

gi
dk − di

and b̃(k)m = bm +
hmgm
dk − dm
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for i = 0, ..., n− 1, m = 1, ..., n− 1 and k = 1, ..., n+ 1. Let x0 = e1 and

xk =



g̃
(k)
0 b̃

(k)
1 · · · b̃

(k)
k−1hk

g̃
(k)
1 b̃

(k)
2 · · · b̃

(k)
k−1hk

...

g̃
(k)
k−2b̃

(k)
k−1hk

g̃
(k)
k−1hk

1
0
...
0


for k = 1, ..., n. Note that xk is column k of the upper triangular quasiseparable

matrix defined by the parameters {d̃l, g̃(k)i , b̃
(k)
m , hj}, where each d̃l = 1. Then

X =
[

x0 · · · xn
]

is an eigenvector matrix of G.

The previous theorem can be verified using direct computation. It should be

noted that each eigenvector described above can be computed in O(n) steps using

the algorithm below, and thus a complete eigenvector matrix can be computed in

O(n2) steps.

Set H = hk, xk(k, 1) = 1, xk(j, 1) = 0 for j = k + 1, ..., n

For j = k − 1 : −1 : 0

Compute xk(j, 1) = g̃
(k)
j H

Update H = b̃
(k)
j H

End.

1.7 Preliminary Numerical Experiments

The focus of this paper is the theoretical contribution of the spectral con-

nection matrix, while numerical analysis of the algorithm suggested by these the-

oretical results is the topic of forthcoming work. We include here, however, a
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brief preliminary experiment included to illustrate the potential of the spectral

connection matrix method to elicit high accuracy in the connection problem.

We note that this proposed algorithm enjoys an order of magnitude reduction

in complexity versus the obvious algorithm of computing the connection matrix

directly via matrix inversion. While it is of course possible that such a reduction

may come at the cost of stability, work in structured matrices often shows that there

is no corresponding loss of accuracy. Our initial numerical findings are consistent

with this.

We compare accuracy with the traditional method and with a recent improve-

ment on it. Throughout this section, SCM denotes our proposed algorithm making

use of the spectral connection matrix, RZG denotes the algorithm of [16], which re-

quired some preparatory computation, and Inverse denotes the obvious algorithm

of applying the connection matrix formed using recurrence relations and matrix

inversion (with inversion implemented by the Matlab command inv()).

This experiment was performed using Matlab version 7.10.0.499 (all calcula-

tions in double precision) on a Lenovo ThinkPad brand laptop

For fixed values of dimension n, and Laguerre parameter γ, we randomly

choose values of the coefficients ak in [−5, 5] and evaluate p(x) =
∑n

k=0 akPk(x)

(using the corresponding recurrence relations for Pk(x) as in the Clenshaw method

[7]) as x ranges from −10 to 10 with step size 0.1, where Pk denotes the k–th

Laguerre polynomial with parameter γ. This is our “exact” solution p(x). We

then evaluate p̂(x) =
∑n

k=0 bkQk(x) where Qk denotes the k–th Hermite polynomial

using each algorithm, and compare to the above. Three graphical representations

of the relative errors calculated for various representative choices of n and γ are

given in Figures 1, 2, and 3. To keep the presentation brief, we include only this

small representation, which represents typical results.
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Figure 1. Error for Laguerre (γ = 0) to Hermite in dimension n = 20

Figure 2. Error for Laguerre (γ = 5) to Hermite in dimension n = 10

We emphasize that it is too early to draw any numerical conclusions from

this early result, and a detailed investigation of the numerical properties of the

algorithm is a subject of future work. However, these preliminary results suggest

that the proposed algorithm may produce a similar accuracy to the currently known

algorithms together with a reduced complexity.

1.8 Conclusions

In this paper we extended recent work in using rank structured matrices,

particularly quasiseparable matrices, to solve the connection problem, expressing
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Figure 3. Error for Laguerre (γ = 0.2) to Hermite in dimension n = 10

polynomials given in terms of one basis of orthogonal polynomials in another or-

thogonal basis. This was done using the spectral connection matrix, a known

matrix with quasiseparable structure which has as an eigenvector matrix the de-

sired connection matrix.

Previous work in this area has used the class of semiseparable matrices (a

subclass of quasiseparable matrices). However, in extending these results to be able

to change between the Hermite, Laguerre, and Gegenbauer families, as opposed to a

change of parameter within one, we have found that the spectral connection matrix

can also have a banded structure, which is quasiseparable and not semiseparable.

Based on this, we believe that quasiseparable structure is the correct class to be

considered.

The theoretical results suggest an algorithm for solving the connection prob-

lem, and very preliminary numerical results were presented. These results are too

early for conclusions, but suggest that the proposed algorithm has an accuracy

comparable to that of computing the inverse of the connection matrix directly,

which is an order of magnitude more expensive.
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Abstract

The connection problem for orthogonal polynomials is, given a polynomial ex-

pressed in the basis of one set of orthogonal polynomials, computing the coeffi-

cients with respect to a different set of orthogonal polynomials. Expansions in

terms of orthogonal polynomials are very common in many applications. While

the connection problem may be solved by directly computing the change–of–basis

matrix, this approach is computationally expensive. A recent approach to solving

the connection problem involves the use of the spectral connection matrix, which

is a matrix whose eigenvector matrix is the desired change–of–basis matrix.

In [5], it is shown that for the connection problem between any two different

classical real orthogonal polynomials of the Hermite, Laguerre, and Gegenbauer

families, the related spectral connection matrix has quasiseparable structure. This

result is limited to the case where both the source and target families are one of

the single–parameter families of Hermite, Laguerre, or Gegenbauer. In particular,

this excludes the large and common class of Jacobi polynomials, defined by two

parameters, both as a source and as a target family.

In this paper, we continue the study of the spectral connection matrix for

connections between real orthogonal polynomial families. In particular, for the

connection problem between any two families of the Hermite, Laguerre, or Ja-

cobi type (including Chebyshev, Legendre, and Gegenbauer), we prove that the

spectral connection matrix has quasiseparable structure. In addition, our results

also show the quasiseparable structure of the spectral connection matrix from the

Bessel polynomials, which are orthogonal on the unit circle, to any of the Hermite,

Laguerre, and Jacobi types.

Additionally, the generators of the spectral connection matrix are provided

explicitly for each of these cases, allowing a fast algorithm to be implemented
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following that in [5].

2.1 Introduction

Let {Pk(x)}∞k=0 be a sequence of real–valued polynomials, with deg(Pk(x)) =

k, and let w(x) be a non–negative real–valued weight function on some interval

[a, b]. Then {Pk(x)}∞k=0 is said to be orthogonal with respect to the weight function

w(x) on [a, b] if for each j 6= k, 〈Pk, Pj〉 =
∫ b
a
Pk(x)Pj(x)w(x) dx = 0. The

expansions of polynomials in bases of such orthogonal polynomials are of interest

in mathematics, among many other uses of orthogonal polynomials. The classical

orthogonal polynomials are useful in applications too numerous to include a full

list, but notably include Gaussian quadrature [10], random matrix theory [9], fluid

dynamics [22], and computations in quantum mechanics [24]; for a longer attempt

at listing applications, see [19].

We consider the problem of, given constants {ak} and orthogonal polynomials

{Pk} (the origin family) and {Qk} (the target family), computing constants {bk}

such that
∑
akPk =

∑
bkQk. We’ll refer to this as the connection problem, and

in this paper we will consider the case where the source polynomial family {Pk}

and the target polynomial family {Qk} are Hermite, Laguerre, or Jacobi (including

one of its special cases of Chebychev, Legendre, and Gegenbauer). At the conclu-

sion will we also discuss a connection to the Bessel polynomials, which are often

considered classical although they are orthogonal on the unit circle.

The connection problem appears in areas such as harmonic analysis [28], math-

ematical physics [2], combinatorics [27], etc.

It is obvious that the connection problem can be solved by determining the

entries of a suitable connection matrix. While the recurrence relations satisfied by

real orthogonal polynomials may seem to reduce the computational complexity of

this approach, inversion at a cost of O(n3) operations is still required. As such, the
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connection problem has been studied extensively in the literature, see for instance

[18, 17, 8, 15, 25, 26, 11, 23].

Another more recent approach to the connection problem has involved the

use of rank structured matrices [12, 20, 21]. Although their traditional connection

to orthogonal polynomials has been as moment matrices or recurrence matrices,

alternative links have also been made recently, which have contributed to the

connection problem. In 1991 Alpert and Rokhlin [1] addressed the connection

problem between Legendre and Chebyshev polynomials. Later Keiner made sig-

nificant progress in solving the connection problem within the Gegenbauer family

(that is, where both origin and target families are Gegenbauer, but for different

values of the parameter) in [14] by exploiting the rank structure of the spectral

connection matrix. In [13] it is shown that the spectral connection matrix corre-

sponding to a change of basis within the Laguerre or within the Jacobi families has

semiseparable structure, which is a type of the quasiseparable structure considered

here. In [5], the connection problem between different families chosen among Her-

mite, Laguerre, and Gegenbauer was solved. There, it was shown that the spectral

connection matrix has quasiseparable rank structure, and explicit algorithms are

given.

In this paper, we continue the work in [5] by proving that the spectral connec-

tion matrix has quasiseparable rank structure when the target family is the large

and very useful family of Jacobi polynomials, including Chebychev polynomials

as special cases. We also prove the same result for any change of basis within

the Hermite, Laguerre, and Jacobi types. At the conclusion, we also address a

change of basis into any of these types from the set of Bessel polynomials. Explicit

formulas for the generators of these quasiseparable matrices are given, allowing a

fast algorithm to be implemented as in [5].
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The structure of the paper is as follows. In Section 2, we collect some well–

known results about the classes of orthogonal polynomials considered, for the

reader’s convenience. Next, Section 3 introduces the class of quasiseparable matri-

ces, the main computational tool of our algorithm. While the connection matrix is

not itself quasiseparable, we show that it is a scaled eigenvector matrix of a known

(and easily computable) quasiseparable matrix, known as the spectral connection

matrix. This and implementation details are shown in Section 4, and explicit ex-

pressions for the generators are given in Section 5. A connection to the Bessel

polynomials is made in Section 7, and some conclusions are offered in the final

section.

2.2 Orthogonal Polynomials and the Connection Problem

Let P = {Pk(x)}nk=0 and Q = {Qk(x)}nk=0 be two sequences of real orthogonal

polynomials (orthogonal with respect to two inner products on Pn, 〈·, ·〉P and

〈·, ·〉Q, respectively) which we’ll refer to as the source family and the target family,

respectively. Suppose that a polynomial p(x) is given in terms of the coefficients

{ak}nk=0 such that

p(x) =
n∑
k=0

akPk(x).

Then it is well–known that the coefficients {bk}nk=0 such that

p(x) =
n∑
k=0

bkQk(x)

that we wish to compute are related via the change of basis matrix Φ by

[b0 · · · bn]T = Φ[a0 · · · an]T , and that

Φ = (φi,j)
n
i,j=0 such that φi,j =

〈Pj, Qi〉Q
〈Qi, Qi〉Q

.

Computing this change of basis matrix directly from this relation, or in the

standard way involving matrix inversion, is computationally expensive. In the
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case where the target family Q is Hermite, Laguerre, or Jacobi, we provide in this

paper an alternative process. For reference, next we collect some useful information

about these classical orthogonal polynomial families, noting that the source family

P need not be among these families.

Definition 2.2.1. The (monic) Hermite polynomials {Hk(x)}∞k=0 form a sequence

of polynomials orthogonal with respect to w(x) = e−x
2

on the interval (−∞,∞).

They are given by the following recurrence relation:

H−1(x) := 0, H0(x) := 1, and
Hk+1(x) := xHk(x)− k

2
Hk−1(x) for k = 0, 1, 2, . . .

(7)

Each Hk is an eigenfunction of the differential operator

DH = − d2

dx2
+ 2x

d

dx
(8)

corresponding to eigenvalue 2k.

Definition 2.2.2. The (monic) Laguerre polynomials corresponding to fixed pa-

rameter γ > −1, denoted {L(γ)
k (x)}∞k=0, form a sequence of polynomials orthogonal

with respect to w(x) = xγe−x on the interval [0,∞). They are given by the following

recurrence relation:

L
(γ)
−1(x) := 0, L

(γ)
0 (x) := 1, and

L
(γ)
k+1(x) := xL

(γ)
k (x)− (2k + γ + 1)L

(γ)
k (x)− k(k + γ)L

(γ)
k−1(x) for k = 0, 1, 2, . . .

(9)

Each L
(γ)
k is an eigenfunction of the differential operator

Dγ = −x d
2

dx2
− (1 + γ − x)

d

dx
(10)

corresponding to eigenvalue k.

Definition 2.2.3. The (monic) Jacobi polynomials corresponding to fixed param-

eters α,β > −1 , denoted {J (α,β)
k (x)}∞k=0, form a sequence of polynomials orthogonal

36



with respect to w(x) = (1− x)α(1 + x)β on the interval [−1, 1]. They are given by

the following recurrence relation:

J
(α,β)
−1 (x) := 0 J

(α,β)
0 (x) := 1

J
(α,β)
k+1 (x) :=

(
x+

α2 − β2

(α + β + 2k)(α + β + 2k + 2)

)
J
(α,β)
k (x)

− 4k(k + α)(k + β)(k + α + β)

(α + β + 2k)2(α + β + 2k + 1)(α + β + 2k − 1)
J
(α,β)
k−1 (x) for k = 0, 1, 2, ...

(11)

Each J
(α,β)
k is an eigenfunction of the differential operator

Dα,β = (x2 − 1)
d2

dx2
+ ((α + β + 2)x+ α− β)

d

dx
(12)

corresponding to eigenvalue k(k + α + β + 1). Note that letting α = β = 0 gener-

ates the family of monic Legendre polynomials, and α = β = −1/2 generates the

monic Chebyshev polynomials of the first kind, after some accommodations for the

normalization.

It is convenient in what follows to be able to represent the first and second

derivatives of these familes in terms of the families themselves, so we collect these

results next. The results, some of which are given in [5], follow in a similar way as

those given in [13].

Lemma 2.2.4. The (monic) Hermite polynomials {Hk(x)}k satisfy

d

dx
(Hk(x)) = kHk−1(x)

and
d2

dx2
(Hk(x)) = k(k − 1)Hk−2(x).

The (monic) Laguerre polynomials {L(γ)
k (x)}k satisfy

d

dx
(L

(γ)
k (x)) =

k−1∑
i=0

(−1)k−i+1k!

i!
Li(x)
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and
d2

dx2
(L

(γ)
k (x)) =

k−2∑
i=0

(−1)k−i(k − i− 1)
k!

i!
Li(x).

The (monic) Jacobi polynomials {J (α,β)
k (x)}k satisfy

d

dx
(J (α,β)
n (x)) = An

n−1∑
i=0

BiJ
(α,β)
i (x) + Cn

n−1∑
i=0

DiJ
(α,β)
i (x)

and
d2

dx2
(J

(α,β)
k (x)) =

k−2∑
i=0

(
k−i−1∑
l=1

(AkBk−l + CkDk−l)(Ak−lBi + Ck−lDi)

)
J
(α,β)
i (x),

where

Ak =
(−1)k+1Γ(k + α + 1)2k−1Γ(k + 1)

Γ(2k + α + β + 1)
Bi =

(−1)iΓ(2i+ α + β + 2)

Γ(i+ α + 1)2iΓ(i+ 1)

Ck =
Γ(k + β + 1)2k−1Γ(k + 1)

Γ(2k + α + β + 1)
Di =

Γ(2i+ α + β + 2)

Γ(i+ β + 1)2iΓ(i+ 1)
.

2.3 Quasiseparable Matrices

The main result of the paper is that the spectral connection matrix for a wide

variety of connection problems exhibits a rank structure known as quasiseparabil-

ity. The class of quasiseparable matrices has received a lot of attention in recent

years, and many interesting relationships between quasiseparability and orthog-

onal polynomials are well–studied, such as recurrent matrices, where the matrix

captures the recurrence relations, and the low–rank structure corresponds to spare

recurrence relations (see, for instance, [4]).

In terms of implementation, the low–rank structure means that the n2 entries

of the matrix can be represented by a smaller O(n) number of parameters, called

the generators of the quasiseparable matrix. This sparse representation powers

many of the fast and accurate algorithms available for quasiseparable matrices.

For the purposes of this paper, we will only need upper triangular matrices which
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have rank structure in the upper triangular portion. We will also begin indexing at

0 instead of 1 in the standard work in the area, to match indices on polynomials.

Definition 2.3.1. A matrix A is (0, nU)–quasiseparable (or upper nU–

quasiseparable) if it is upper triangular and max(rankA12) = nU , where the maxi-

mum is taken over all symmetric partitions of the form

A =

[
? A12

? ?

]
.

Among the many important subclasses of upper quasiseparable matrices are

the banded matrices, and diagonal–plus–upper–semiseparable matrices. A matrix

is diagonal–plus–upper–semiseparable if it is of the form

diag(d) + triu(uvT )

for d,u,v n–vectors, and triu denotes the strictly upper triangular portion. Both

banded matrices and diagonal–plus–upper–semiseparable matrices are easily seen

to satisfy the low–rank conditions, and are hence quasiseparable. It should be

noted, however, that these two subclasses do not overlap nontrivially. Indeed, in

general, diagonal–plus–upper–semiseparable matrices have the form
d1 u1v2 u1v3 · · · u1vn
0 d2 u2v3 · · · u2vn

0 0 d3
. . .

...
...

...
. . . . . . un−1vn

0 0 · · · 0 dn


from which we can see any zero entries anywhere in the strictly upper triangu-

lar portion force zero entries in either the entire row or column, up to the main

diagonal. Thus diagonal–plus–upper–semiseparable matrices cannot have positive

upper bandwidth. Details may be found in [3].

The following generator representation is well–known [7] to be equivalent to

the definition in terms of ranks above.
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Theorem 2.3.2. Let A be an (n + 1) × (n + 1) matrix. Then A is (0, nU)-

quasiseparable if and only if there exists a set of generators {dl, gi, bk, hj} for

i = 0, . . . , n− 1, j = 1, . . . , n, k = 2, . . . , n− 1, and l = 0, . . . , n such that

d0

. . . gibi+1 · · · bj−1hj

. . .

dn


.

The generators of A are matrices of the sizes

dk gk bk hk
size 1× 1 1× rk rk−1 × rk rk−1 × 1

range k ∈ [0, n] k ∈ [0, n− 1] k ∈ [1, n− 1] k ∈ [1, n]

where max
k
rk = nU .

We conclude this section with a result from [5] that allows, given an upper

triangular and quasiseparable matrix in terms of its generators, a fast algorithm to

compute a scaled eigenvector matrix. As we’ll see, together with the later results

in the paper, this will enable a fast algorithm for the connection problem described

above.

Theorem 2.3.3. Let G be an (n + 1) × (n + 1) upper triangular quasiseparable

matrix with generators {gi}n−1i=0 , {hj}nj=1, {bm}n−1m=1, and {dl}nl=0. Let

g̃
(k)
i =

gi
dk − di

and b̃(k)m = bm +
hmgm
dk − dm
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for i = 0, ..., n− 1, m = 1, ..., n− 1 and k = 1, ..., n+ 1. Let x0 = e1 and

xk =



g̃
(k)
0 b̃

(k)
1 · · · b̃

(k)
k−1hk

g̃
(k)
1 b̃

(k)
2 · · · b̃

(k)
k−1hk

...

g̃
(k)
k−2b̃

(k)
k−1hk

g̃
(k)
k−1hk

1
0
...
0


for k = 1, ..., n. Note that xk is column k of the upper triangular quasiseparable

matrix defined by the parameters {d̃l, g̃(k)i , b̃
(k)
m , hj}, where each d̃l = 1. Then

X =
[

x0 · · · xn
]

is an eigenvector matrix of G.

The following O(n2) algorithm can then be used to compute the desired

scaled eigenvector matrix:

Set H = hk, xk(k, 1) = 1, xk(j, 1) = 0 for j = k + 1, ..., n

For j = k − 1 : −1 : 0

Compute xk(j, 1) = g̃
(k)
j H

Update H = b̃
(k)
j H

End.

2.4 The Spectral Connection Matrix

In contrast to the obvious algorithm of computing the change of basis matrix

directly, this section shows how the spectral connection matrix, for which we will

have an explicit description in terms of the quasiseparable generators, is related to

this change of basis matrix in a manner that allows it to be computed using the

results of the previous section.
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Definition 2.4.1. Let n ∈ N, and suppose that P = {Pk(x)}nk=0 and Q =

{Qk(x)}nk=0 are two finite families of real orthogonal polynomials with respect to

inner products 〈·, ·〉P and 〈·, ·〉Q respectively. Let DP be the differential operator

associated with P (that is, each Pk is an eigenfunction of DP ). Let

gij =
〈Qi,DP (Qj)〉Q
〈Qi, Qi〉Q

.

Then the matrix G = (gij)
n
i,j=0 is called the spectral connection matrix from P to

Q.

The next theorem reveals the relationship between the spectral connection

matrix and the connection matrix itself. The proof comes from [13].

Theorem 2.4.2. Let P = {Pk(x)}nk=0 and Q = {Qk(x)}nk=0 be two finite families

of classical orthogonal polynomials. Let Φ be the connection matrix from P to Q,

and let G be the spectral connection matrix from P to Q. Then Φ is the eigenvector

matrix of G with each diagonal entry scaled to 1.

The next theorem gives an explicit expression of the entries of the spectral

connection matrix for a connection problem given in terms of the parameters of

the orthogonal polynomials involved. This generalizes a corresponding theorem

from [5] which was proved only under the restriction that the source family P was

among the Hermite, Laguerre, or Gegenbauer families. The following theorem is

valid for any change of basis between orthogonal polynomials where the hypotheses

are satisfied.

Theorem 2.4.3. Let P = {Pk(x)}nk=0 and Q = {Qk(x)}nk=0 be two families of

(monic) real orthogonal polynomials where Q is a classical family, and let G =

(gi,j)
n
i,j=0 be the spectral connection matrix from P to Q. Suppose that each Qk(x)

is an eigenfunction of the differential operator DQ, as provided in Definitions A.2.1,
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A.2.2, and A.2.3, corresponding to eigenvalue λk. Similarly let each Pk(x) be an

eigenfunction of the differential operator

DP = (ãx2 + b̃x+ c̃)
d2

dx2
+ (d̃x+ ẽ)

d

dx
.

Suppose that there exist constants a, b, c, d, e,
{
{njk}

n−1
k=0

}n
j=0

,
{
{mj

k}
n−2
k=0

}n
j=0

, {γk}nk=0,

{δk}nk=0, and {εk}nk=0 satisfying

(DP −DQ)(y) = (ax2 + bx+ c)
d2y

dx2
+ (dx+ e)

dy

dx

d

dx
(Qj(x)) =

j−1∑
k=0

njkQk(x)

d2

dx2
(Qj(x)) =

j−2∑
k=0

mj
kQk(x)

xQk(x) = γkQk+1(x) + δkQk(x) + εkQk−1(x).

Note that for any k < 0, we adopt the convention that njk = mj
k = γk = 0 for any

j. Then the entries of G are given by

gi,j =

{
λi, i = j,
0, otherwise

+

{
aγi−2γi−1m

j
i−2 + dγi−1n

j
i−1, i ≤ j,

0, otherwise

+

{
enji + dnjiδi + bγi−1m

j
i−1 + aγi−1m

j
i−1(δi−1 + δi), i < j,

0, otherwise

+

{
cmj

i + bmj
iδi + amj

i (γiεi+1 + δ2i + γi−1εi) + dnji+1εi+1, i < j − 1,
0, otherwise

+

{
bmj

i+1εi+1 + amj
i+1(δi+1εi+1 + εi+1δi), i < j − 2,

0, otherwise

+

{
amj

i+2εi+2εi+1, i < j − 3,
0, otherwise

.

Proof. First, note that through direct substitution, xQk(x) = γkQk+1(x) +

δkQk(x) + εkQk−1(x) gives that x2Qk(x) = γkγk+1Qk+2 + (γkδk + γkδk+1)Qk+1 +

(γkεk+1 + δ2k + γk−1εk)Qk + (δkεk + εkδk−1)Qk−1 + εkεk−1Qk−2. By definition,
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gij =
〈Qi,DP (Qj)〉Q
〈Qi, Qi〉Q

, and applying identities we have

gij =
1

〈Qi, Qi〉Q
(
〈Qi,DQ(Qj)〉Q + 〈Qi, (DP −DQ)(Qj)〉Q

)
=

1

〈Qi, Qi〉Q
(
〈Qi, λjQj〉Q + 〈Qi, (DP −DQ)(Qj)〉Q

)

=


λi, i = j,

0, otherwise

+
1

〈Qi, Qi〉Q
(
〈Qi, (DP −DQ)(Qj)〉Q

)

=


λi, i = j,

0, otherwise

+
1

〈Qi, Qi〉Q
(
〈Qi, (ax

2 + bx+ c)Q′′j 〉Q + 〈Qi, (dx+ e)Q′j〉Q
)

=


λi, i = j,

0, otherwise

+
1

〈Qi, Qi〉Q

(
〈Qi, a

j−2∑
k=0

mj
kx

2Qk〉Q + 〈Qi, b

j−2∑
k=0

mj
kxQk〉Q

+ 〈Qi, c

j−2∑
k=0

mj
kQk〉Q + 〈Qi, d

j−1∑
k=0

njkxQk〉Q + 〈Qi, e

j−1∑
k=0

njkQk〉Q

)
.

Simplifying, we have
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=


λi, i = j,

0, otherwise

+


cmj

i , i < j − 1,

0, otherwise

+


enji , i < j,

0, otherwise

+
1

〈Qi, Qi〉Q

(
〈Qi, a

j−2∑
k=0

mj
k(γkγk+1Qk+2 + (γkδk + γkδk+1)Qk+1

+(γkεk+1 + δ2k + γk−1εk)Qk + (δkεk + εkδk−1)Qk−1 + εkεk−1Qk−2)〉Q

+〈Qi, b

j−2∑
k=0

mj
k(γkQk+1 + δkQk + εkQk−1)〉Q

+ 〈Qi, d

j−1∑
k=0

njk(γkQk+1 + δkQk + εkQk−1)〉Q

)

=


λi, i = j,

0, otherwise

+


cmj

i , i < j − 1,

0, otherwise

+


enji , i < j,

0, otherwise

+
1

〈Qi, Qi〉Q

(
a

j−2∑
k=0

mj
k〈Qi, γkγk+1Qk+2 + (γkδk + γkδk+1)Qk+1

+(γkεk+1 + δ2k + γk−1εk)Qk + (δkεk + εkδk−1)Qk−1 + εkεk−1Qk−2〉Q

+b

j−2∑
k=0

mj
k〈Qi, γkQk+1 + δkQk + εkQk−1〉Q

+ d

j−1∑
k=0

njk〈Qi, γkQk+1 + δkQk + εkQk−1〉Q

)
.

Then, taking advantage of the linearity of the inner product and orthogonality, we

arrive at the desired result.

2.5 Structure of Spectral Connection Matrices

In [13], it is proven that the spectral connection matrices within the Gegen-

bauer family and within the Laguerre family (that is, when the two families be-

tween which we convert are the same, with different values of parameters) have

diagonal–plus–upper–semiseparable structure. In [5], it is proven that between dif-
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ferent families (both source and target families chosen among Hermite, Laguerre,

and Gegenbauer), the spectral connection matrix has quasiseparable structure (but

not always diagonal–plus–upper–semiseparable structure).

In this section, we further extend this work to include source and target fam-

ilies of Jacobi polynomials. That is, we show that for the connection problem

from any real orthogonal polynomial family satisfying an appropriate differential

operator into any family in the Hermite, Laguerre, or Jacobi families, the spectral

connection matrix has quasiseparable structure. Furthermore, the generators of

the spectral connection matrix are given explicitly, allowing the results of Section

2.3 to be used in the fast eigenvector algorithm provided.

Theorem 2.5.1. Let P = {Pk(x)}∞k=0 be a family of real-valued polynomials or-

thogonal on some [a, b] with respect to a weight function w(x) such that each Pk(x)

is an eigenfunction of

D = (ãx2 + b̃x+ c̃)
d2

dx2
+ (d̃x+ ẽ)

d

dx
.

Then the spectral connection matrix from P to the monic Hermite family H =

{Hk(x)}nk=0 is (0, 4)−quasiseparable, with generators

dk = 2k + ãk(k − 1) + (d̃− 2)k

gi =
[

(1/4)ã (1/2)b̃ c̃+ (1/2)ã(2i+ 1) + (1/2)d̃ ẽ+ b̃i
]

hj =
[

0 0 0 j
]T

bk =


0 k 0 0
0 0 k 0
0 0 0 k
0 0 0 0

 .
Theorem 2.5.2. Let P = {Pk(x)}∞k=0 be a family of real-valued polynomials or-

thogonal on some [a, b] with respect to a weight function w(x) such that each Pk(x)

is an eigenfunction of

D = (ãx2 + b̃x+ c̃)
d2

dx2
+ (d̃x+ ẽ)

d

dx
.
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Then the spectral connection matrix from P to the Laguerre family H = {Lγk(x)}nk=0

is (0, 4)−quasiseparable, with generators

dk = k(ãk − ã+ d̃)

gi =
[

(−1)ic̃/i! (−1)i(−ic̃+ b̃− c̃− ẽ+ b̃γ)/i! 1/2 1/2
]

hj =
[

(−1)jj!j (−1)jj! a(j) a(j)
]T

bk =


1 0 0 0
0 1 0 0
0 0 B(k) 0
0 0 0 0

 or


1 0 0 0
0 1 0 0
0 0 0 0
0 0 0 B(k)


for k even or k odd, respectively, where

a(j) = j(b̃j + d̃j + 2ãj2 − 2ãj + d̃γ + 2ãjγ − 2ãγ + b̃γ) and

B(k) = (2kã/a)(k + 1)(k + γ)(k + γ + 1).

Theorem 2.5.3. Let P = {Pk(x)}∞k=0 be a family of real-valued polynomials or-

thogonal on some [a, b] with respect to a weight function w(x) such that each Pk(x)

is an eigenfunction of

D = (ãx2 + b̃x+ c̃)
d2

dx2
+ (d̃x+ ẽ)

d

dx
.

The spectral connection matrix from P to the Jacobi family J = {J (α,β)
k (x)}nk=0 is

(0, 8)−quasiseparable, with generators

dk = k(k+α+β+ 1) + (ã−1)f(k, k−1)f(k−1, k−2) + (d̃−α−β−2)f(k, k−1)

gi =
[
η1(i) H(i) η2(i) 0 η1(i) J(i) η2(i) 0

]

hj =
[

0 Aj 0 Aj 0 Cj 0 Cj
]T
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bk =



1 AkBk 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 BkCk 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 AkDk 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 CkDk

0 0 0 0 0 0 0 1


.

where Ak, Bk, Ck, and Dk are as defined in the Jacobi derivative identity, δi and εi

are as defined by the Jacobi recurrence relation, and

f(l,m) = AlBm + ClDm

η1(i) = Bi−2(ã− 1) +Bi−1

(
(ã− 1)(δi−1 + δi) + b̃

)
+Bi

(
(ã− 1)(εi + εi+1 + δ2i ) + c̃+ 1 + b̃δi

)
+Bi+1εi+1

(
(ã− 1)(δi+1 + δi) + b̃

)
+Bi+2εi+2εi+1(ã− 1)

η2(i) = Di−2(ã− 1) +Di−1

(
(ã− 1)(δi−1 + δi) + b̃

)
+Di((ã− 1)(εi + εi+1 + δ2i ) + c̃+ 1 + b̃δi)

+Di+1εi+1((ã− 1)(δi+1 + δi) + b̃) +Di+2εi+2εi+1(ã− 1)

H(i) = Bi−1

(
d̃− α− β − 2

)
+Bi

(
ẽ− α + β + δi(d̃− α− β − 2)

)
+Bi+1εi+1

(
d̃− α− β − 2

)
+ (ã− 1) [Bi−2(AiBi + Ai−1Bi−1)

+Di−2(BiCi +Bi−1Ci−1)] +Bi

(
(ã− 1)(δi + δi−1) + b̃

)
f(i, i− 1)

−Bi+1(ã− 1)εi+2εi+1f(i+ 1, i+ 2)

J(i) = Di−1(d̃− α− β − 2) +Di

(
ẽ− α + β + δi(d̃− α− β − 2)

)
+Di+1εi+1(d̃− α− β − 2) + (ã− 1) [Bi−2(AiDi + Ai−1Di−1)

+Di−2(DiCi +Di−1Ci−1)] +Di

(
(ã− 1)(δi + δi−1) + b̃

)
f(i, i− 1)

−Di+1(ã− 1)εi+2εi+1f(i+ 1, i+ 2).

The preceding three theorems can be proven by direct verification. From equa-

tions (8), (10), and (12), it is clear that the Hermite, Laguerre, and Jacobi families
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all satisfy the differential operator condition in the hypotheses of the preceding

three theorems, so overall we come to the following statement.

Theorem 2.5.4. Let G be the spectral connection matrix corresponding to a change

of basis among the Hermite, Laguerre, or Jacobi types. Then G is quasiseparable,

with generators as provided above.

2.6 The Bessel Polynomials

In this section we will briefly explore the connection of the preceding work

to the Bessel polynomials, which are often considered a classical type. They have

many properties similar to those of the Hermite, Laguerre, and Jacobi types, but

they are orthogonal on the unit circle and not on any real interval.

Definition 2.6.1. The (monic) Bessel polynomials {Bk(z)}∞k=0 form a sequence

of polynomials orthogonal with respect to w(z) = e−2/z on the unit circle. They are

given by the following recurrence relation:

B−1(z) := 0, B0(z) := 1, and

Bk+1(z) := zBk(z) +
1

(2k + 1)(2k − 1)
Bk−1(z) for k = 0, 1, 2, . . .

(13)

Each Bk is an eigenfunction of the differential operator

D = z2
d2

dz2
+ (2z + 2)

d

dz
(14)

corresponding to eigenvalue k(k + 1).

The generalized Bessel polynomials are a larger parameterized type that con-

tains Bessel as a special case. Each generalized Bessel polynomial corresponding

to parameters (a, b) (b 6= 0, a not a negative integer) is an eigenfunction of the

differential operator

Da,b = z2
d2

dz2
+ (az + b)

d

dz
(15)
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corresponding to eigenvalue k(k + a− 1). The traditional Bessel polynomials cor-

respond to the special case where a = b = 2.

It is clear that the generalized Bessel polynomials, and in particular the tra-

ditional Bessel polynomials, satisfy a differential operator whose form satisfies the

conditions on the source family in Theorems 2.5.1, 2.5.2, and 2.5.3. We therefore

have also shown that the spectral connection matrix corresponding to a change of

basis from the Bessel polynomials to any of the other classical types has quasisep-

arable structure, with generators provided in the previous section. This allows us

to enjoy the advantages of the efficient spectral connection matrix approach when

changing coordinates from a family of polynomials orthogonal on the unit circle to

a family of polynomials orthogonal on the real line.

In addition, the following theorem from [6] (and further developed in [16])

reveals the total scope of the source families in Theorems 2.5.1, 2.5.2, and 2.5.3.

Theorem 2.6.2. Any orthogonal sequence {Pk}∞k=0 such that for each k

(ãx2 + b̃x+ c̃)
d2

dx2
Pk + (d̃x+ ẽ)

d

dx
Pk = λkPk

with ã, b̃, c̃, d̃, ẽ ∈ C is of the Hermite, Laguerre, Jacobi, or Bessel type. This is

known as Bochner’s property.

So we may conclude that the Bessel, Hermite, Laguerre, and Jacobi families

are the only orthogonal polynomial types that satisfy the differential operator

required for Theorems 2.5.1, 2.5.2, and 2.5.3.

2.7 Conclusions

This paper contains an improvement in the recent work in using the rank

structured spectral connection matrix to solve the connection problem. Previous

work required that the source and target orthogonal polynomial families each be
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one of the single–parameter classical real orthogonal polynomial families. It also

excluded the very important case of Jacobi polynomials (save for the Gegenbauer

subclass), both as a source and a target family. The work presented here has

greatly relaxed these restrictions. The target family is allowed to be any classical

one, which alone broadens the result dramatically to include changes of basis into

any of the Jacobi families, including Chebyshev and Legendre. The restrictions on

the source family have been lessened to include all of the classical types, including

Jacobi, as well as the Bessel polynomials. Although the Bessel polynomials have

much in common with the classical types and are sometimes considered classical

themselves, they differ in that they are orthogonal on the unit circle. Thus the

progress here has extended the research to directly address a change of basis from a

set of polynomials orthogonal on the unit circle to a set orthogonal on a real inter-

val. We have shown that all of the spectral connection matrices in this much larger

set of connections have quasiseparable structure. Additionally we have provided

the specific generators for each of the three types, allowing for a fast algorithm for

the connection problem in this more general case.
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APPENDIX

Introduction

In this appendix we provide an introduction to the topics of each manuscript.

We begin with a survey of orthogonal polynomials, including the details of the

classical families, some recent research, and the connection problem. Following

that, we provide a brief review of the necessary linear algebra topics, followed by

an introduction to quasiseparable matrices.

A.1 Orthogonal Polynomials

We begin our discussion of orthogonal polynomials with the concept of an

inner product of functions. To define an inner product as it is used here, one must

first identify an interval and a weight function. The interval [a, b] must be part of

the real line and may be infinite. The weight function w(x) must be measurable,

non-negative, and not the zero function on [a, b].

Definition A.1.1. Given a real interval [a, b] and appropriate weight function

w(x), the inner product of two real-valued functions f and g is

〈f, g〉 =

∫ b

a

f(x)g(x)w(x)dx.

Because it is a definite integral by definition, each inner product is equal

to a constant. It should be noted here that the weight function w(x) is chosen

strategically to emphasize certain portions of the interval. When an inner product

is being used, for example, to measure a sense of error, it is often desirable to

magnify the error in areas of greater concern. For example, on the interval [−1, 1]

the weight function w(x) = 1 weights all points evenly, whereas w(x) = x2 places

extra weight with symmetry on the edges of the interval.
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An inner product defined this way in a sense measures an angle between

functions. It is natural then to explore the case analogous to a right angle, which

is the event in which two functions are orthogonal.

Definition A.1.2. Given an inner product 〈·, ·〉, two functions f and g are called

orthogonal if 〈f, g〉 = 0. A set of functions {f0, ..., fn} is called orthogonal if each

pair fj, fk (j 6= k) is orthogonal.

Sets of orthogonal functions, and orthogonal polynomials specifically, are very

useful in mathematics. A polynomial of degree n is any function that can be

written p(x) = anx
n + · · · + a1x + a0, where each ak ∈ R. A polynomial is

additionally monic if its leading coefficient an = 1. In general a set of orthogonal

polynomials {p0, ..., pn} is such that deg pk = k. One of the most useful properties

of a set of orthogonal polynomials is that it serves as a basis for Pn, the space of

all polynomials of degree at most n. To discuss the qualities of a basis we must

first have the following definitions.

Definition A.1.3. A set of functions {f0, ..., fn} is linearly independent if

a0f0(x) + · · ·+ anfn(x) = 0 for all x ⇒ a0 = · · · = an = 0.

A set of orthogonal polynomials {pk}nk=0 is linearly independent, since for each

k we have

0 = 〈fk, 0〉 = 〈pk, a0p0 + · · ·+ anpn〉

= a0〈f0, fk〉+ · · ·+ an〈fn, fk〉 = ak〈fk, fk〉 ⇒ ak = 0.

It is known that since dimPn = n + 1, a set of n + 1 linearly independent

functions in the space constitutes a basis for Pn. It also also worth noting that any

set of n+ 1 polynomials such that the degree of the kth polynomial is k is a basis

for Pn.
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Definition A.1.4. A set of n + 1 polynomials {p0, ..., pn} is a basis for Pn if

every p ∈ Pn can be written as a unique linear combination of p0, ..., pn. That

is, for each p ∈ Pn there exist unique constants c0, ..., cn ∈ R such that p(x) =

c0p0(x) + · · ·+ cnpn(x).

Thus each polynomial of degree at most n can be represented by its expan-

sion coefficients {a0, ..., an} relative to the basis set. The most obvious basis for

Pn is the set {1, x, ..., xn}, called the standard basis. Each polynomial of degree

at most n can be represented by the constants in its unique representation as a

linear combination of the standard basis functions. (This set, however, is not also

orthogonal.) As mentioned above, each set of orthogonal polynomials {po, ..., pn}

is a basis for Pn.

It is well–known that any particular inner product leads to a unique set of

monic polynomials orthogonal with respect to it.

Theorem A.1.5. Given an interval and an appropriate weight function, the

unique set of monic polynomials orthogonal with respect to the corresponding inner

product is given by

p−1(x) := 0, p0(x) = 1, and for k ≥ 1 :

pk(x) =

(
x−

∫ b
a
xp2k−1(x)w(x)dx∫ b
a
p2k−1(x)w(x)dx

)
pk−1(x)−

(∫ b
a
xpk−1(x)pk−2(x)w(x)dx∫ b

a
p2k−2(x)w(x)dx

)
pk−2(x).

This type of formula is called a three-term recurrence relation and allows one

to generate an infinite set of orthogonal polynomials.

A.2 The Classical Orthogonal Polynomials

Some of the most commonly used and studied sets of orthogonal polynomials

are the classical types. They include the Hermite, Laguerre, and Jacobi families.

Sometimes the family of Bessel polynomials is considered classical as well, but they
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are not in this case for reasons discussed at the end of this section. A set of the

Laguerre type is defined by one parameter γ, and a set of the Jacobi type is defined

by two parameters α and β.

The classical polynomials themselves are the topic of research, both current

(for example [21]) and past (for example [5]). They are also useful in Gaussian

quadrature [14], random matrix theory [12], fluid dynamics [27], and computations

in quantum mechanics [30], among countless other applications (for details see

[24]). The details of each type are listed below.

Definition A.2.1. The (monic) Hermite polynomials {Hk(x)}∞k=0 form a sequence

of polynomials orthogonal with respect to w(x) = e−x
2

on the interval (−∞,∞).

They are given by the following recurrence relation:

H−1(x) := 0, H0(x) := 1, and

Hk+1(x) := xHk(x)− k

2
Hk−1(x) for k = 0, 1, 2, . . .

Each Hk is an eigenfunction of the differential operator

DH = − d2

dx2
+ 2x

d

dx

corresponding to eigenvalue 2k. That is, for each Hk(x),

DH(Hk(x)) = −H ′′(x) + 2xH ′k(x) = 2kHk(x).

Definition A.2.2. The (monic) Laguerre polynomials corresponding to fixed pa-

rameter γ > −1, denoted {L(γ)
k (x)}∞k=0, form a sequence of polynomials orthogonal

with respect to w(x) = xγe−x on the interval [0,∞). They are given by the following

recurrence relation:

L
(γ)
−1(x) := 0, L

(γ)
0 (x) := 1, and
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L
(γ)
k+1(x) := xL

(γ)
k (x)− (2k + γ + 1)L

(γ)
k (x)− k(k + γ)L

(γ)
k−1(x) for k = 0, 1, 2, . . .

Each L
(γ)
k is an eigenfunction of the differential operator

Dγ = −x d
2

dx2
− (1 + γ − x)

d

dx

corresponding to eigenvalue k.

Definition A.2.3. The (monic) Jacobi polynomials corresponding to fixed param-

eters α,β > −1 , denoted {J (α,β)
k (x)}∞k=0, form a sequence of polynomials orthogonal

with respect to w(x) = (1− x)α(1 + x)β on the interval [−1, 1]. They are given by

the following recurrence relation:

J
(α,β)
−1 (x) := 0 J

(α,β)
0 (x) := 1

J
(α,β)
k+1 (x) :=

(
x+

α2 − β2

(α + β + 2k)(α + β + 2k + 2)

)
J
(α,β)
k (x)

− 4k(k + α)(k + β)(k + α + β)

(α + β + 2k)2(α + β + 2k + 1)(α + β + 2k − 1)
J
(α,β)
k−1 (x) for k = 0, 1, 2, ...

Each J
(α,β)
k is an eigenfunction of the differential operator

Dα,β = (x2 − 1)
d2

dx2
+ ((α + β + 2)x+ α− β)

d

dx

corresponding to eigenvalue k(k + α + β + 1). The Gegenbauer family is the

subset of the Jacobi type such that α = β. Note that letting α = β = 0 gener-

ates the family of monic Legendre polynomials, and α = β = −1/2 generates the

monic Chebyshev polynomials of the first kind, after some accommodations for the

normalization.

For completeness, we will also include the Bessel polynomials here. They share

many common properties with the classical types, but they are orthogonal on the

unit circle and not on any real interval.
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Definition A.2.4. The (monic) Bessel polynomials {Bk(z)}∞k=0 form a sequence

of polynomials orthogonal with respect to w(z) = e−2/z on the unit circle. They are

given by the following recurrence relation:

B−1(z) := 0, B0(z) := 1, and

Bk+1(z) := zBk(z) +
1

(2k + 1)(2k − 1)
Bk−1(z) for k = 0, 1, 2, . . .

Each Bk is an eigenfunction of the differential operator

D = z2
d2

dz2
+ (2z + 2)

d

dz

corresponding to eigenvalue k(k + 1).

The generalized Bessel polynomials are a larger parameterized type that con-

tains Bessel as a special case. Each generalized Bessel polynomial corresponding

to parameters (a, b) (b 6= 0, a not a negative integer) is an eigenfunction of the

differential operator

Da,b = z2
d2

dz2
+ (az + b)

d

dz

corresponding to eigenvalue k(k + a− 1). The traditional Bessel polynomials cor-

respond to the special case where a = b = 2.

Each of the definitions above references a differential operator, which directly

corresponds to the differential equation to which each orthogonal family is a solu-

tion set. Below we highlight the details of the simple Hermite case for exposition.

An integral property of the Hermite polynomials is that each Hk(x) is the

solution to the differential equation

− d2

dx2
y(x) + 2x

d

dx
y(x)− 2ky(x) = 0.

Therefore for each k we have

− d2

dx2
Hk(x) + 2x

d

dx
Hk(x)− 2kHk(x) = 0
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and − d2

dx2
Hk(x) + 2x

d

dx
Hk(x) = 2kHk(x).

Let the differential operator DH be defined as

DH = − d2

dx2
Hk(x) + 2x

d

dx
Hk(x).

Functions of x are inputs to this operator, so if we input some y(x) we have

DH(y(x)) = − d2

dx2
y(x) + 2x

d

dx
y(x).

Because when Hk(x) is substituted the output is a constant multiple of it, we say

that Hk(x) is an eigenfunction of the differential operator. Similar logic holds for

the Laguerre, Jacobi, and Bessel differential operators. For other useful properties

of the classical types, see Manuscript 1 or Manuscript 2.

It is worth noting here that the structure of the differential operators (and

differential equations) has been the topic of research. Manuscript 2 requires that

a particular orthogonal family be eigenfunctions of a differential operator of the

form

D = (ãx2 + b̃x+ c̃)
d2

dx2
+ (d̃x+ ẽ)

d

dx
.

Obviously this condition includes the Hermite, Laguerre, Jacobi, and Bessel types

defined above. In [5] Bochner proved that in fact these are the only orthogonal

families that satisfy the condition.

Theorem A.2.5. Any orthogonal sequence {Pk}∞k=0 such that for each k

(ãx2 + b̃x+ c̃)
d2

dx2
Pk + (d̃x+ ẽ)

d

dx
Pk = λkPk

with ã, b̃, c̃, d̃, ẽ ∈ C is of the Hermite, Laguerre, Jacobi, or Bessel type. This is

known as Bochner’s property.

The complete implications of this theorem will be discussed in the following

section.
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A.3 The Connection Problem

Since they are each a set of orthogonal polynomials such that the degree of

the kth polynomial is k, each set of the first n+ 1 polynomials of any classical type

(Hermite, Laguerre, and Jacobi) or generalized Bessel type is a basis for Pn.

Both manuscripts featured here address what is known as the connection

problem for orthogonal polynomials.

Definition A.3.1. Let {ak}nk=0 be constants, and let {Pk}nk=0 and {Qk}nk=0 be two

families of orthogonal polynomial bases such that for some p ∈ Pn, p =
∑n

k=0 akPk.

The connection problem refers to the task of computing constants {bk}nk=0 such

that

p =
n∑
k=0

akPk =
n∑
k=0

bkQk.

In this context {Pk} will be called the source family and {Qk} the target family.

That is, given the coefficients of a polynomial in terms of one basis of orthog-

onal polynomials, we are computing its expansion coefficients with respect to an-

other basis. The connection problem is addressed in Manuscript 1 and Manuscript

2. Specifically, Manuscript 1 addresses the connection problem in the cases where

the source family {Pk} and the target family {Qk} are both of the Hermite, La-

guerre, or Gegenbauer types. As mentioned above, the Gegenbauer polynomials

are the special cases of Jacobi where the two parameters are equal. Manuscript

2 greatly generalizes this result. It addresses the connection problem in a similar

way, but for the cases in which the target family is any classical type, including

Jacobi, and the source family is either classical or Bessel.

The desired change of basis can be computed by multiplying a vector of the

original expansion coefficients by an appropriate matrix. For this reason most

study in the connection problem, including both manuscripts here, seeks to com-

pute these entries.
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Definition A.3.2. Let a = [a0 · · · an]T be the vector of expansion coefficients in

basis P = {Pk}nk=0 for some polynomial p. Let b = [b0 · · · bn]T be the vector of

expansion coefficients of p in basis Q = {Qk}nk=0. Then the (n+1)× (n+1) matrix

Φ such that Φa = b is called the change of basis (or connection) matrix from P to

Q, and is given by

Φ =
[

v0 · · · vn

]
,

where each column vk is the coefficient vector of Pk in the Q basis. The individual

entries of Φ are called the connection coefficients.

Theoretically the connection coefficients are known quantities.

Theorem A.3.3. Let Φ = {φij}ni,j=0 be the (n+1)×(n+1) change of basis matrix

from source family P = {Pk}nk=0 to target family Q = {Qk}nk=0. Let the Q family

be orthogonal with respect to 〈·, ·〉Q. Then the entries of Φ are given by

φij =
〈Qi, Pj〉Q
〈Qi, Qi〉Q

.

The connection problem appears in areas such as harmonic analysis [36], math-

ematical physics [3], combinatorics [33], etc. There has been particular interest in

the positivity of connection coefficients as well [13, 34, 35, 37]. The connection

coefficients also have applications in pure mathematics, applied mathematics, and

physics, as is studied in [2, 3, 13, 33, 35]. There are many ways to view the

connection matrix, including the following theorem.

Theorem A.3.4. Let P = {Pk}nk=0 and Q = {Qk}nk=0 be two orthogonal polyno-

mial bases for Pn. Let A be the (n + 1)× (n + 1) matrix whose kth column is the

coefficient vector of Pk in the standard basis. Let B be the (n+ 1)× (n+ 1) matrix

whose kth column is the coefficient vector of Qk in the standard basis. Note that

logically both A and B are invertible. Then the connection matrix from P to Q is

equivalent to B−1A.
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In practice, computing the connection coefficients directly or by matrix inver-

sion and multiplication is computationally expensive. Both manuscripts featured

here provide a new way to compute them that is more efficient. This new way

employs the spectral connection matrix, which was named for the first time in

Manuscript 1. Before we discuss the shared approach of the featured manuscripts,

we will explore the state of the research preceding it.

The connection problem has been addressed extensively in the literature. For

example, in 2013 Maroni and da Rocha [23] applied useful identities of orthogonal

polynomials to produce a recurrence relation for connection coefficients among

Jacobi polynomials. In [22] this work was developed in Mathematica. Other work

on the connection problem can be found in [11, 20, 31, 32]. Special cases of applying

connection coefficients within the classical orthogonal polynomials have also been

developed, such as in [1, 17, 19, 28].

Perhaps one of the most complete solutions to the connection problem within

the classical orthogonal polynomials comes from [15]. In it the authors use their

more general work from [29] to describe a way to efficiently compute connection

coefficients for a change of basis within the classical types, in which they include

Bessel. The authors use many identities of the classical families that are similar to

those used in the manuscripts featured here, such as recurrence relations, differen-

tial operators, and derivative properties, to simplify an essential equation within

the connection problem. They begin with the equation

Pn(x) =
n∑
k=0

ck(n)Qk(x),

which equates a single source family polynomial with its expansion in the target

family. Thus for each value of n this corresponds to one column of the desired

connection matrix. The authors describe a general procedure of identity substi-

tutions and strategies for simplification that one would follow starting with this

63



equation to create a recurrence relation for the values {ck(n)}nk=0 for each value of

n. While this approach is valid and interesting, the authors do not actually apply

their prescribed procedure, which depending on the case can be extremely cumber-

some and involved, for any change of basis within the classical types. They include

only a few very simple examples of how their procedure can be used to generate

connection coefficients for other related problems (including semi–classical types

and linearization) and leave the remaining work to the reader. For this reason

the prescribed method appears to be not only untested but in fact unused for a

connection among classical types, which is not useful for any numerical application.

Another more recent approach to the connection problem has involved the

use of rank–structured matrices [16, 25, 26], a topic which will be introduced

in the final section of this appendix. In 1991 Alpert and Rokhlin [1] addressed

the connection problem between Legendre and Chebyshev polynomials. Following

them, a breakthrough in the approach made in the two manuscripts here was

made by Keiner [18, 19]. In [18], Keiner addresses the connection problem within

the Laguerre type and within the Jacobi type, as well as various other related

problems. Although he refers to it only as a Gram matrix (which it is, due to its

inner product construction), Keiner introduces what is now known as the spectral

connection matrix, and proves that in the above two cases of parameter change it

has diagonal–plus–upper–semiseparable structure. This is a subclass of the larger

quasiseparable class used in both featured manuscripts and discussed in the final

section of this appendix. The following definition will also be discussed in more

detail in that section.

Definition A.3.5. A matrix is diagonal–plus–upper–semiseparable if it is of the

form

diag(d) + triu(uvT )
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for d,u,v n–vectors, and triu denotes the strictly upper triangular portion.

Using this definition, in [18] Keiner identifies the vectors d,u,v in each case

to prove the structure of his Gram matrix, which is now known as the spectral

connection matrix. Analogous to the approach of both manuscripts here, Keiner

also includes an efficient algorithm for the eigendecomposition of a given diagonal–

plus–upper–semiseparable matrix, thereby providing a fast algorithm for the com-

putation of the connection matrix in the included cases. It should also be noted

that Keiner also applies this method in depth to a change of parameter within the

Gegenbauer type, a subset of the Jacobi type, in [19]. While the progress made was

significant, Keiner addresses only the connection problem as a change of parameter

within the Laguerre polynomials or within the Jacobi polynomials. In [18] Keiner

acknowledges that his work does not include any change of basis between different

classical types, such as Laguerre to Hermite or Jacobi to Laguerre.

Manuscript 1 generalizes Keiner’s approach to include any change of basis

among the classical types defined by a single parameter, which includes the Her-

mite, Laguerre, and Gegenbauer families. To do this, we instead employ the

use of a larger set of rank–structured matrices, the quasiseparable class, that in-

cludes Keiner’s diagonal–plus–upper–semiseparable type as a subclass. Keiner’s

eigendecomposition method does not apply to the entire quasiseparable class, so

Manuscript 1 provides a more broadly–reaching eigendecomposition method that

can be used. Manuscript 2 further generalizes the work to include any change of

basis among the Hermite, Laguerre, and Jacobi types, in addition to a change of

basis from the Bessel family to any of the classical types as well. The latter is an

especially exciting step forward in the connection problem field, as it presents an

efficient algorithm for changing from expansions in a basis orthogonal on the unit

circle to a basis orthogonal on a real interval. Further exploring the possibilities
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in this area is the topic of our future research.

A discussion of the approach used by Keiner in [18] and [19] and in both

manuscripts featured here must begin with the spectral connection matrix, which

was first named in Manuscript 1.

Definition A.3.6. Let n ∈ N, and suppose that P = {Pk(x)}nk=0 and Q =

{Qk(x)}nk=0 are two finite families of real orthogonal polynomials with respect to

inner products 〈·, ·〉P and 〈·, ·〉Q respectively. Let DP be the differential operator

associated with P (that is, each Pk is an eigenfunction of DP ). Let

gij =
〈Qi,DP (Qj)〉Q
〈Qi, Qi〉Q

.

Then the matrix G = (gij)
n
i,j=0 is called the spectral connection matrix from P to

Q.

The following theorem from [18] explains the relationship between the spectral

connection matrix and the sought-after connection matrix.

Theorem A.3.7. Let P = {Pk(x)}nk=0 and Q = {Qk(x)}nk=0 be two finite families

of classical orthogonal polynomials. Let Φ be the connection matrix from P to Q,

and let G be the spectral connection matrix from P to Q. Then Φ is the eigenvector

matrix of G with each diagonal entry scaled to 1.

Recall from Definition A.3.2 that the kth column of Φ is the coefficient vector

of a monic degree k polynomial. Therefore its kth entry must be 1, which is why the

main diagonal of Φ is all 1s. For the reader’s convenience a review of eigenvector

matrices is provided in the next section.

In each manuscript, it is proven that the spectral connection matrix in some

set of cases has quasiseparable structure. Then its structure and its relationship to

the connection matrix mentioned above are used to compute the connection matrix

66



more efficiently than by traditional methods. The following section provides a

review of the basic linear algebra concepts required and is followed by an exposition

of the quasiseparable class of matrices mentioned here.

A.4 Linear Algebra Review

This section provides a brief summary of the linear algebra topics and defini-

tions necessary to read both manuscripts, for the reader’s reference.

Definition A.4.1. A nonzero vector x is an eigenvector of square matrix A if

there exists some constant λ such that Ax = λx. In this case, λ is called an

eigenvalue of A.

Definition A.4.2. A matrix E is an eigenvector matrix of A if its columns are

eigenvectors of A.

Usually E has the same square dimensions as A. The most interesting and

useful case is a square eigenvector matrix that is invertible, meaning that it has

an inverse. To be invertible, its columns must form a linearly independent set.

Definition A.4.3. A set of vectors {x1, ...,xn} is linearly independent if the only

solution to the vector equation a1x1 + · · · + anxn = 0 is a1 = · · · = an = 0. This

is equivalent to the case in which no vector in the set can be written as a linear

combination of the other vectors.

Not all n × n matrices have n linearly independent eigenvectors. The ones

that do are called diagonalizable, but we will not require this topic specifically for

the two featured manuscripts. We will only note here that a spectral connection

matrix must be diagonalizable, because a connection matrix, which logically must

be invertible, is an eigenvector matrix of it.

Linear independence will also be used to discuss rank.
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Definition A.4.4. The rank of a matrix A is the maximum number of columns

(or rows) of A that can constitute a linearly independent set. This is equivalent to

the dimension of the matrix’s column space (or row space).

For example, the matrix 
1 1 1 1 1
2 2 2 2 2
3 3 3 3 3
4 4 4 4 4
5 5 5 5 5


has rank 1 even though it is 5× 5, because that is the maximum size of a linearly

independent set of its columns. The matrix
1 1 1 1 1
0 2 2 2 2
0 0 3 3 3
0 0 0 4 4
0 0 0 0 5


has rank 5 because all of its columns clearly form a linearly independent set. The

rank of a matrix cannot exceed the number of columns or the number of rows.

When the rank of a matrix is equal to the smaller of the two, we say the matrix

is full rank. If its rank is strictly less than both the numbers of columns and the

number of rows, the matrix is called rank deficient.

A.5 Quasiseparable Matrices

Both manuscripts featured here use properties of rank–structured matrices to

make a change of basis more computationally efficient. Rank–structured matrices

often offer computational advantages due to some inherent internal rank deficiency.

In particular the two manuscripts here utilize the class of quasiseparable matrices.

They are a large class of rank–structured matrices that has received a lot of atten-

tion in recent years. Since the work here uses only upper triangular quasiseparable

matrices, we will focus our attention there. We begin with the following definition.

68



Definition A.5.1. A matrix is upper triangular if each entry strictly below the

main diagonal is 0.

For example, the matrix
1 2 3 4 5
0 0 2 4 6
0 0 10 0 1
0 0 0 −5 −1
0 0 0 0 8


is upper triangular. Upper triangular matrices have a very basic structure, and it

is not related to rank. The following definition indicates a rank–structured quality

that some upper triangular matrices may have.

Definition A.5.2. A matrix A is (0, nU)–quasiseparable (or upper nU–

quasiseparable) if it is upper triangular and max(rankA12) = nU , where the maxi-

mum is taken over all symmetric partitions of the form

A =

[
? A12

? ?

]
.

For example, the matrix 
1 1 1 1 1
0 1 1 1 1
0 0 1 1 1
0 0 0 1 1
0 0 0 0 1


is (0, 1)–quasiseparable because it is upper triangular and each submatrix above

the main diagonal after a symmetric partition (meaning the top left submatrix

is square) has maximum rank 1. The computational advantage in working with

rank–structured matrices such as quasiseparable matrices lies in the fact that the

n2 entries of an n × n quasiseparable matrix can be represented by only O(n)

parameters. Thus many tasks involving such a matrix, such as calculating an

eigenvector matrix, can require considerably fewer operations than that for an

unstructured matrix of the same size.
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Among the many important subclasses of upper quasiseparable matrices are

the banded matrices, and diagonal–plus–upper–semiseparable matrices.

Definition A.5.3. An n × n matrix is banded if there exists some k ∈ N such

that k < 2n− 1 (the total number of diagonals) and only k diagonals have nonzero

entries. That is, the main diagonal and a fixed limited number of sub– and super–

diagonals have nonzero entries.

For example, the matrix 
1 1 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 1
0 0 0 0 1


is banded, with bandwidth 2 since only the main diagonal and the first superdiag-

onal have nonzero entries.

Definition A.5.4. A matrix is diagonal–plus–upper–semiseparable if it is of the

form

diag(d) + triu(uvT )

for d,u,v n–vectors, and triu denotes the strictly upper triangular portion.

In general, a diagonal–plus–upper–semiseparable matrix has the form
d1 u1v2 u1v3 · · · u1vn
0 d2 u2v3 · · · u2vn

0 0 d3
. . .

...
...

...
. . . . . . un−1vn

0 0 · · · 0 dn


from which it is clear that the submatrices above the main diagonal are

rank–deficient. Both banded and diagonal–plus–upper–semiseparable matrices are

classes strictly contained within the upper–quasiseparable set (see [4] for details).

As quasiseparable matrices compose a large class that includes several common
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and useful structures, any result generalized to the entire class becomes a widely

effective one.

The generator representation included below is equivalent to the above defini-

tion of upper–quasiseparable (see [10], for example), and is used commonly in the

literature to reduce the complexity of algorithms versus the standard complexity

on an unstructured matrix [6, 7, 8, 9].

Theorem A.5.5. Let A be an (n + 1) × (n + 1) matrix. Then A is (0, nU)-

quasiseparable if and only if there exists a set of generators {dl, gi, bk, hj} for i =

0, . . . , n− 1, j = 1, . . . , n, k = 2, . . . , n− 1, and l = 0, . . . , n such that

d0

. . . gibi+1 · · · bj−1hj

. . .

dn


.

The generators of A are matrices of the sizes

dk gk bk hk
size 1× 1 1× rk rk−1 × rk rk−1 × 1

range k ∈ [0, n] k ∈ [0, n− 1] k ∈ [1, n− 1] k ∈ [1, n]

where max
k
rk = nU .

The above theorem simply states that the upper–triangular entries of an

upper–quasiseparable matrix can be computed as a formulaic product of a row

vector, matrices, and a column vector. The number of matrices in the product

directly corresponds to the difference between the row and column of the entry.

In each of the two manuscripts featured here, the quasiseparability of the spectral

connection matrices is proven by providing their generators as described in this

theorem. It is also these generators that are required in the algorithm to compute

the desired connection matrix given the spectral connection matrix. Thus having
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access to their explicit formulas allows the reader to use the proposed method to

compute connection coefficients.
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