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ABSTRACT

The aftermarket business is a highly profitablevégtfor companies, and they
can earn considerable profits from selling spamtsp&pare parts demands are more
uncertain and intermittent in comparison with fired goods and associated work in
progress parts. In the aftermarket, the demandrtaicty of the spare parts for the
OEMs is complicated by the fact that the other cetibgrs, known as market players
or will-fitters, supply substitutable parts usuallyth lower cost of production and
deliver them to the market at cheaper prices. Timeertainty makes spare parts
management challenging, and this study developsesfic approaches for spare parts
price setting and inventory level control to fumthexploit the benefits of the spare
parts business. This dissertation is divided inta imain parts.

In the first part, a brief review of inventory sgst policies is provided. The
review starts with an introduction to the inventa@ystems terminology and follows
with a categorization of the inventory systems with aim of developing spare parts
inventory models. Moreover, a discussion aboutcthraputations related to the (Q,r)
policy is provided. An algorithm is proposed todithe optimal re-order point/lot-size
and a Monte Carlo simulation is designed to evaldlaé mathematical optimization
solutions including the new algorithm and the ottlassical methods. In the second
part, a literature review related to spare parteaagament is presented. The literature
review is organized in such a way that in the beigig the inventory control policies
are introduced. Then the perspective of uniquenésgpare parts on the inventory
management is illustrated. Next, spare parts dingteand demand are studied and

forecasting methods are reviewed. The use of Gaheory for inventory systems



planning is studied. Also spare parts pricing ag@aegic method to increase the profit
of the suppliers is evaluated. In the third pantinvestigate the profitability of spare
parts business, the notion of renewal cost vetsaiseplacement cost is proposed. The
replacement cost of a product is defined as theentimarket price of the product and
the renewal cost of a product is the acquisitiost ©b spares to completely renew the
product excluding labor costs. These costs areuleabr for some products with
specific characteristics, and the ratio betweenrémewal cost and the replacement
cost as a scale to evaluate the sustainabilithefspare parts pricing is determined
which declares that the spare parts pricing isiunfathe last part, Game Theory as a
tool to find ideal decision-making in spare partsnagement taking into account the
interactions among spare parts manufacturers. Aowprto definite assumptions,
spare parts inventory games in the form of normm@abperative and non-cooperative,
non-zero-sum, evolutionary, and competitive fringes studied. The proposed games
study the OEMSs’ decision-making on spare partsimgistrategies, inventory levels,
batch productions and re-manufacturing efforts.

The proposed strategic spare parts pricing methsdsn alternative for regular
pricing can factor in customers’ willingness to ¢hase spare parts, demand
uncertainty, market uncertainty, competitivenesthefparts in the market, stability of
the cooperation or competition in price setting,rgivaal costs of designing an
agreement for cooperation, and the marginal cosproduction and inventory.
Furthermore it is possible to add the notion ofereal cost and the replacement cost
ratio to the price sustainability description andriclude it in the suggested strategic

pricing formulations as a factor that affects tleendnd and supply curves.
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CHAPTER 1

1. INTRODUCTION

1.1. MOTIVATION

The aftermarket business is a highly profitablavégt for the companies, and
they can earn considerable profits from sellingrsgearts. Spare parts functions are
different from finished goods (products to be deled to the market) or work in
progress parts (as a source to smooth productiehaad demands for the spare parts
are more uncertain and intermittent in comparisah them. This uncertainty makes
spare parts management challenging, and compaeiesop strategic approaches to
exploit the benefits of the spare parts business.

In a real world situation, Original Equipment Maaciurers (OEMs) manufacture
final products and introduce them to the marketafier-sale services, they provide
Spare parts to maintain or repair the final progluetequipment, which forces OEMs
to deal with high level of inventory investment farstomer satisfaction in after-sales
services. For instance, GM has over 10 million sgdieet of spare parts storage space
in the United States with hundreds of thousanddiféérent parts, and the value of
spare parts inventories for the United States anjliexceeds $100 billion (Muckstadt,
2004).

On the other hand, studies show roughly 50% ofctistomers of the America’s

biggest car manufacturers face unnecessary detayaftér-sale services because



dealers do not have the right spares on-hand (MCéhen, Agrawal, & Agrawal,
2006). The suppliers manufacture final goods wipecdfic level of quality and
quantity rates. Based on different factors sucthasnumber of products sold, quality
of parts and quality of the maintenance, produglisface failure, which gives rise to
the need for the spare parts to keep the productsorking condition. To keep
products operative, different parts should be amdhand each part has its own price
and criticality factor. Therefore, to ensure timedypair of these products, an extensive
supply chain system must be set up.

Spare parts, which are stocked in suppliers’ inmées$, satisfy the rising
demands. Most inventory problems deal with a sisgigplier or decision maker who
makes decisions on the purchase/production raterucertain assumptions on the
demand, planning horizon, etc. Therefore, the tiegupolicies are indifferent to the
other suppliers’ decision-making. In the aftermériiee demand uncertainty for the
spare parts for the OEMs is complicated by the ta&t the other competitors, known
as market players or will-fitters, can supply samiparts, usually with lower quality
and cost of production and deliver them to the madt cheaper prices. In this
complex scenario, the OEM as a decision maker dhdatide on his spare parts
production and inventory policies. However, thesgoas or strategies are influenced
by other competitors’ strategies including pricangl quality.

A Game theoretical approach can study the intemastiamong spare parts
manufacturers, who are the players of the afteretabkisiness game, to find ideal
decision-making on inventory levels, quality, Greeranufacturing and pricing

strategies. Figure 1 depicts the strategic spart flmav line (based on influence



diagram) for the oil-leveling sensor for a BMW 32@ihicle. As we can see, the OEM
manufactures the vehicle as a parent product, wiasha certain designated life cycle.
Each product, according to its complexity, consdaftslifferent numbers of parts, in
this case the car has its own major components fdoain), main groups (engine),
subgroups (engine housing), and sub subgroupspéoi) which each consists of

different parts and our desired part belongs t® ¢hiegory.

MG:ENGINE BMW 320i
FINAL PRODUCT LIFE CYCLE

s6:
ENGINE
HOUSING
$SG: 15T PART. 2'° PART. 3% PART
OIL PAN \/ \
0 INITIAL 1 REPETITIVE z REPETITIVE
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LEVELING
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MARKET
MAINTENANCE
CREDIBILITY

AFTER END
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LEGEND:

MAIN COMPETITOR
END LIFE
DECISION POINT DECISION DECISION i‘f[‘g& STRATEGIES
MAKER MAKER

Figure 1: Strategic spare parts flow line (Oil lévg sensor-BMW 320i)

The OEM has to decide on the quality, productiote,ré&reen manufacturing
effort that is the use of recycled parts (in gehtdra use of manufacturing methods to
minimize emission of Greenhouse gases, use of @oewrable or toxic materials, and
waste generation) and price of the original prodaradl introduce it to the market,
which is the initial phase of the product. Therg gnoduct will face failure during its
working period and this failure relates to its dailiy or life cycle, quality, working

condition, maintenance quality or any unpredictdatgors. In this phase because of

3



defects and aging, failure happens that generatesded for spare parts and OEMs

can satisfy this need, which is the repetitive phafkthe product. However, other

competitors intervene into the market and diminttgh market share of the OEMs by

supplying substitutable parts. This interactionatee the aftermarket game and

players of the game are OEMs and will-fitters wlawén different strategies to take to

manufacture and stock spare parts.

1.2. OBJECTIVES

The primary objectives of this thesis can be sunmadras follows:

To provide a literature review covering spare partanagement and
Game Theory

To develop a novel method to evaluate the sustdityabf spare parts
prices;

To develop a method for the strategic spare pairtsng and inventory
level under uncertainty of the market;

To develop a method to determine the OEM’s sparé jécing level,
Green manufacturing effort and inventory level ampetition with will-
fitters and uncertainty of the market type;

To develop a method to study the stability of tHeMDs strategic spare

parts pricing and inventory level;



* To develop a method to investigate the competitiveooperative spare
parts pricing, Green manufacturing effort and irteey level strategies in
different scenarios of centralized and decentrdlingentory systems;

* To develop a method to study the OEM’s spare gart® and inventory

level determination in a price leadership market;

1.3. METHODOLOGY

The goal of this thesis is to evaluate sustairngtolf the spare parts pricing. This
problem will be addressed by examining a newlyodiiiced concept of the renewal
cost vs. replacement cost of consumer productsn Weewill study OEMs’ decision-
making in aftermarket business games in six s&@ps,the output of research answers
fair strategic decision-making for spare partsipgdevels.

Aftermarkets in industries such as automobiles, tavhgoods, industrial
machineries and information technology companieg Hzecome four to five times
larger than the original equipment businesses.nVestigate the profitability of spare
parts business (specifically in mentioned indusjrihe research comes up with the
idea of renewal cost versus the replacement cbst.r@placement cost of a product is
defined as the current market price of the prodnct the renewal cost of a product is
the acquisition cost of spares to completely rettgvproduct excluding labor costs.
Customers purchase products from OEMs and to Kesp tn working condition, they

replace failure parts with spare parts. The pricproducts and its spares are set by



OEMSs and our study looks for fair or sustainablarsparts pricing via investigation
of replacement and renewal costs. This study faltve following procedure:

First, a review of inventory systems will be preasehwith the aim of developing
spare parts inventory models.

Second, we review articles related to fair sparésgaricing and provide a survey
for earlier literature to present a literature esvirelated to the spare parts inventory
management and Game theory. This review updatesopsesurveys and highlights
the different issues considered and the methodedogsed in spare part inventory
modeling. A categorization from the perspectivesspére parts inventory control
policies, uniqueness of spare parts, spare paunstecing and demand, inventory
systems and Game Theory and spare parts pricihgpevidone.

Third, we check replacement and renewal costsdoresproducts with specific
characteristics, and compare the ratio betweemnghewal cost and the replacement
cost as a scale to evaluate the sustainabilitgeEpare parts pricing.

Fourth, from Game Theoretical perspective, the etankhich puts intermittent
demands on the spare parts, is a player of thenait&et game. We will review
previous methods of modeling the market as an ageplayer from different aspects
of the monopolistic or competitive situations, duynnplayer, and demand
distributions to select proper models for the marke

Fifth, Price adjustment and Green manufacturingrefeire two factors that
contribute to fair spare parts pricing. Pricingagtgy as a factor that can guarantee the

competitiveness of companies in the market willirneestigated. Meanwhile, Green



manufacturing or re-manufacturing and its impleragah on the production cost and
credibility of the parts in the market will be catered in the study.

Sixth, payoffs of the OEMs and market players basedinventory levels, re-
manufacturing efforts and sale price will be foratat. Then, the resulting payoffs of
the OEMs and will-fitters in cooperative or compiegé environment will be studied
by using Game Theoretical methods to investigastaguability of the spare parts

prices.

1.4. CONTRIBUTIONS

According to definite assumptions, spare parts ntwg games in the form of
normal, cooperative and non-cooperative, non-zarm;s evolutionary, and
competitive fringes will be investigated. The prepd games will study the OEMSs’
decision-making on spare parts pricing strategregntory levels, batch productions
and re-manufacturing efforts. The outputs of theeaech contribute to spare parts
inventory games, which are finite non-zero-sum gamanswers fair strategic
decision-making for spare parts pricing levelshia following format:

1. Comparison of renewal cost and replacement cosvatuate the cost of
spare parts.

2. Spare parts inventory level decision-making in anapmlistic market; a
non-cooperative  two-person game that can determitiee

production/purchase rate and inventory level.



3. Implication of the theory of games on spare pangemtory control
policies; a non-cooperative three-person gamedaatdetermine pricing
strategies, inventory levels and re-manufacturiifgyts.

4. Evolutionary spare parts inventory games; a twe@ergame that can
study stable pricing strategies and quality levels.

5. Cooperative spare parts inventory games; a co-tperghree-person
game that can determine cost allocations and ioverévels in case of
cooperation between suppliers.

6. Competitive fringe spare parts inventory gamesop@cooperative multi-
player game that investigates decision-making erstfare parts price and

inventory level.

1.5. THESISOUTLINE

The remainder of the thesis is organized as folldWsapter 2 starts with a brief
review of inventory system policies with the aimdgveloping spare parts inventory
models. Then, a discussion about the errors of@§ policy is provided along with
Monte Carlo simulation and proposed algorithm twlfthe optimal control variables.
Chapter 3 provides a discussion on the importahtleeoaftermarket business and its
profitability for the OEMs. A literature review @dked to the spare parts inventory
management and Game theory is subsequently prdsebbapter 4 describes the
novel measurement of the renewal cost versus flacement cost. Then, the ratio

between these costs as a scale to evaluate tleénsumslity of the spare parts pricing is



determined. Chapter 5 describes spare parts imyentanagement as the spare parts
inventory games. According to definite assumptispare parts inventory games in
the form of normal, cooperative and non-cooperatinm-zero-sum, evolutionary, and

competitive fringes are investigated. Conclusiaresprovided in Chapter 6.



CHAPTER 2

2. INVENTORY CONTROL MODELS

2.1.INTRODUCTION

In this chapter a brief review of inventory systpaiicies is provided. The review
starts with an introduction to the inventory systetarminology and follows by a
general categorization of the inventory systemgemitory systems can be categorized
into deterministic and probabilistic policies afm tmost commonly used methods in
each group are introduced. A discussion is predealb®ut spare parts management
and how to relate inventory control policies torgpparts management. Moreover, a
discussion about the errors of the (Q,r) policyp®vided and a Monte Carlo
simulation is designed to evaluate the mathematogaimization solutions. An
algorithm is proposed to find the optimal policy f@order points and lot-size that
minimizes the inventory cost and a comparison betwhbe classical method, the most

reliable algorithm for (Q,r) and the newly suggdsaégorithm is presented.

2.2. TERMINOLOGY

An inventory system is a system that has thredfggnt types of costs. All these

costs are controllable and can be listed as follows
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» The cost of carrying inventories: It is the costrafestment in inventories,
storage, handling the items, obsolescence, etc.;

* The cost of incurring shortages: It is the costast sales, loss of good
will, overtime payments, special administrativeoef§ (telephone calls,
memos, letters), etc.;

* The cost of replenishing inventories: It is thetookmachine setups for
production, preparing orders, handling shipmerits; e

These costs are typically included by most producBystems. In this system
costs can be controlled by a variety of means dioly decision-making related to raw
materials ordering, manufacturing semi-goods anigtied goods and stocking goods
which are ready for shipment.

The sum of those costs is known as the total ¢orestingly, these costs are
closely related to each other and increase (dexyedsone of them may results in
decrease (increase) of the others. But the totst can be controlled by means of
suitable decision-making; in this case we say ¢bats are controllable.

According to the different costs and their conability, inventory systems can
be grouped into 4 types (Naddor, 1982):

* Type 1: Where carrying and shortage costs are aitatite;

* Type 2: Where carrying and replenishing costs argrollable;

* Type 3: Where shortage and replenishing costsareatlable;

* Type 4: Where all costs are controllable;

Decision-making related to inventory systems seéeksinimize the total cost of

the inventory. Mainly two types of decisions areoerned:
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* When should the inventory be replenished?
* The inventory should be replenished when the amolimventory
reaches to a specific level known as reorder point;
* The inventory should be replenished after spetifie intervals;
* How much should be added to the inventory?
» The quantity to be ordered is a fixed value knowto#size;
» The quantity to be ordered will bring the a mouhineentory to a
certain value known as inventory order level;

Also, the inventory problem can be considered asb#ilancing of the costs. For
example, in some situations when carrying costraptenishment cost are equal and
balanced, the total cost will be minimized. Whea time interval between placing an
order and its addition to the inventory known asllime is significant, the inventory
order level and reorder point are calculated respey.

Based on the above discussion inventory policiesatso be categorized as:

» Zero lead-time;
* Non-zero lead-time;
An analysis of an inventory system consists of fomajor steps:
» Determination of the properties of the system;
» Formulation of the inventory problem;
» Development of the model;
» Derivation of a solution of the system;
The establishment of the properties is the firgpsto analyze an inventory

system. The properties of each system consistusfdomponents:
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* Demands: What is taken out of inventory;

* Replenishment: What is put into the system;

» Costs: carrying, Shortage and replenishment costs;

» Constraints: Various administrative, physical arigeo factors that place
limitations on the rest of the properties;

The most important component is demand, becausmiories are kept to meet
the demand. Demands are not controllable in efteeys of directly or indirectly,
because people who are outside the inventory systake decision on the quantity of
demands. However, the following properties relatedemand can be studied:

* When do customers place an order;
* How much do they need;
* Is demand is higher at the beginning of the molmém the end of it;

* Does any accurate information about future requarnexist;

Shortage/backorders tolerated,;

Demand size is the quantity required to satisfy deenand for the inventory.
Demand size may be considered to be the same fnenperiod to the other (constant
demand), or otherwise it can be assumed to bebtariRemand is known when there
is precise information about the demand size, atated inventory systems are called
deterministic systems. Sometimes the demand simetiknown but it is possible to
find a probability distribution for them and thegeventory systems are called
probabilistic systems.

In probabilistic systems, probability of the ocamce of a demand size is

assumed, or estimated. Demand rate is the demamd p&Er unit of time. In

13



probabilistic systems the average rate of demangesl. Demand pattern is the way
that demand occurs in a period of time, in otherdsaf we consider a period of time

in which demand size occurs there are differentsa@fytaking out the quantities and

each way in known as demand pattern.

Replenishing is the quantities that are be addethd¢oinventory based on a
schedule according to the time they are orderedthey actually are added to the
stock. The following three elements are importaneplenishment:

* The schedule period: the time length between catisecdecisions. It can
be prescribed and in this situation the only cdlabte variable is
replenishment size. If it is not prescribed andehexists equal schedule
periods, it is called constant scheduling periods;

* The replenishment size: the quantity scheduled éoatided to stock.
Replenishment period is the time length in whick tkeplenishment is
added to the stock and the replenishment rate és rdtio of the
replenishment size and its period. If replenishnpartod is insignificant,
the rate is infinite and can be said replenishnemstantaneous. If it is
not instantaneous, the way it is added to stock theeperiod is important
and studied as replenishment pattern;

* The lead-time: the time length between placing esdeloand its actual
addition to the system. Lead-time most of the timeorescribed and
constant which means it is similar for each deaisio

As it was mentioned before costs in inventory systeconsist of carrying,

shortage and replenishment. Each of them has msparameters:
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» Carrying cost: The cost of carrying inventory peituime. For many
industries the fraction of carrying inventoriesailsout 5-25% per year.
The carrying cost has different elements including:

» The cost of money tied up in inventory;

The cost of storage;

The cost of taxes on inventory;

The cost of obsolescence;

The cost of insurance of inventories;

» Shortage cost: The most difficult cost to calculetdhe shortage cost.
Most managers believe that it is impossible to ate exactly the
amount of shortage and they assume this costirgtefso they never let
shortage occurs in the inventory. Mostly it dependsthe quantity of
shortage and the duration of time in which overetithe shortage exists.
The following elements are included in this typecost:

* Overtime costs;
» Special clerical and administrative costs;
» Loss of specific sales;
* Loss of goodwill;
* Loss of customers;
* Replenishment cost: The replenishment cost in géican be categorized

into two groups:

15



» Costs of replenishment regarding ordering partsnfriie out-
bound agency (the ordering cost). It may includerichl and
administrative costs, transportation costs, unlogdosts, and etc.;

* Costs of manufacturing parts within the under stadyanization
or in-bound system (the setup cost). It may inclisl®r setup
costs, cost of material used during setup testingt of shutdown
time during the setup that manufacturing stops,etnd

Also there are some constraints that their progeiffect the inventory system.
First of all, units can be continuous or discréttareover demand can have some
constraints including:

* Making up the shortage: In some cases it is imptssd make up the loss
sales and in this situation the property of the @®einhas an important
effect on the shortage cost;

* Negative demand: In some cases it is possible ttorrgparts from the
customer which is known as the negative demand;

* Dependent demand structure: If the demand for teet meriod is
dependent to the previous periods that would bg gemplex to analyze
the system;

Replenishment also has its own constraints. Themasies are:

* Space constraints: The amount of space availableofting and stocking
inventory is limited;

» Scheduling and reviewing constraints: The schedulmd reviewing

periods can be prescribed which inserts constréortise system;
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* Inventory level: In some cases shortage is imptssib the level of
inventory should be specific times of the averagemand to assure that

shortage is not happening;

2.3.INVENTORY SYSTEMS CATEGORIZATION

Inventory systems can be categorized accordinigeio telated demand. Based on
type of the demand including known or expected defsainventory systems are
divided into two groups:

1. Deterministic systems:

» Lot-size systems: Orders are placed in lots okedfisize so the goal is
to balance carrying cost against replenishing desplenishments are
made whenever the inventory level reaches to zew since the
replenishment rate is infinite and there is no {gak, no shortages can
occur;

* Order level systems: Since the scheduling is pitesgrthe cost of
replenishment is not controllable so the goal ibdatance the carrying
cost against shortage cost. Lot-size systems afef tavel systems are
identical except that in order level systems slymsaare allowed and
there is no prescribed scheduling period;

* Order-level-lot-size system: The cost of carryinghortage and
replenishment can be balanced. The lot-size sysenspecial case of

the order-level-lot-size system when the cost akbeder is infinite;

17



* Lot-size systems with various cost properties:Hese systems it has
been assumed that the cost of carrying and repie@st is not
constant. Major conditions can be listed as follows
* Quantity discount: Where purchasing price is natstant and it

depends on the quantity ordered and can be dedreakéde
number of orders increases. This discount alsobeanontinuous
or discrete;

* Price change anticipation: Where the price of tlaetspto be
replenished anticipated increasing which can mtgivahe
inventory systems to order them in advance andydaam. The
price change can be known (the price increasestairceamount
after specific time) or variable (the price changea probabilistic
manner);

» Carrying-cost functions: Carrying cost can followffetrent
functions based on the types of the parts. Thisbeaexclusively
studied for perishable parts and expensive-stqrags;

» Deterministic systems with non-constant demand: &wefa for these
systems are known but it is not constant. It cambeeasing demand or
variable known demand during each period;

2. Probabilistic systems:

* Probabilistic scheduling-period systems: In theggtesns demand is

not known with certainty and the goal is to deternithe optimal

replenishment scheduling period and order level;
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Scheduling-period-order-level systems: Schedulipgried system
tries to balance carrying cost and replenishmerst ¢o other
words, since shortages are not allowed the ordex khould be
large enough to meet the maximum demand in eadbdp€Fhe
order-level system balances the carrying cost aukdyder cost
while the replenishment scheduling period is plibedk,

Scheduling-period-order-level systems with leadetimThese
systems are similar to previous category exceftrémenishment

lead-time is considered;

* Probabilistic reorder-point-order-level systems: these systems

demand is not known with certainty and the goalbigletermine the

optimal replenishment scheduling period and oreeelt

Probabilistic order-level system: The goal is tdahae carrying
cost and replenishment while there is no lead-time;
Probabilistic order-level system with lead-time:idt similar to
previous system except that replenishment lead-¢ixss;
Probabilistic reorder-point system: The goal ib&bance carrying
cost and backorder while there is no lead-time;

Probabilistic reorder-point system with lead-tintieis similar to
previous system except that replenishment lead-¢ixss;
Probabilistic reorder-point-order level system: Tgeal is to
balance carrying cost, backorder and replenishneest while

there is no lead-time;
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* Probabilistic reorder-order level systems with l&atk: It is

similar to previous system except that replenishitimead-time

exists;

2.4. DETERMINISTIC INVENTORY MODELS

The following inventory models assume that the deinia known in advance. In

this section two deterministic models which areetydused are introduced.

2.4.1. THE EcoNoMIC ORDERQUANTITY MODEL (EOQ)

The application of the mathematic to the factorynagement can be investigated

through early work of Ford W.Harris 1913 by mantfiaing lot-size determination

known as EOQ model.

24.1.1. SOLUTION

Solution for this problem includes balancing theupeand carrying costs. If the
manufacturer produces more parts in each run heethrce the setup cost more and
in contrast if he produces and stocks more partsdwéd spend more cash on storing
and holding parts in inventory. So the main quest®how many parts to make at
once in order to compromise among the above mezdi@osts. The sum of the labor

and material costs to ready a shop for manufagaipart is defined as the setup cost.
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Larger lots will decrease the setup cost and smiaite would decrease the inventory
cost. The balance between those two concerns camsweered by EOQ model. The
lot-size mathematical formula is derived regardiojowing assumptions for the

manufacturer:

Production is instantaneous: The entire lot can peduced

simultaneously and there is no capacity limitation;

» Delivery is immediate: In order to satisfy the dewhathere is no time lag
between production and availability of parts;

* Demand is deterministic: The quantity and timindghef demand is certain

* Demand is constant over time: Which means if theatel is 7 units over
a week the daily demand is one;

» A production run needs a fixed setup cost: Thepsetst is constant and
indifferent from the lot-size or the factory condit;

* Products can be analyzed individually: Means thereonly a single

product or there is no interaction between products

2.4.1.2. FORMULATION

The optimal production lot-size can be computed ardigg mentioned
assumptions. The following parameters are needgdnerate the formula.
* D: Demand rate (in units per year);
* ¢: Unit production cost excluding setup or invegtoosts (in dollars per

unit);
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» A: Fixed setup cost (in dollars);
* h: Holding cost (in dollars per unit per year) atsm be represented as an
annual interest (ir) on money tied up to the praéidmch = ir X c;
* Q: The lot-size or decision variable (in units);
Number of orders per year equalsiipQ and timing to place an order per year,
know as order interval equals @D which is a fraction of year. The total cost per

year including inventory, setup and production sasbuld be formulated as follows

(the cost is a function of the lot-size):

hQ AD
74‘

Y(Q) = 6 + cD

)

The lot-size that minimizes the total cost is:

. [2AD
C=

Moreover, the optimal order interval can also bewdated(T = Q/D):

2

2A
hD
®3)

This square root formula is known as EOQ and reteto as the economic lot-
size. This formula tells us that there is a tratibetween lot-size and inventory. Also

the sum of holding and setup costs is insensitettsize:

hQ* AD
Y 3 T = V2ADh

(4)
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Now consider that we use an arbitrary lot-size Whscdifferent from the optimal
lot-size. The ratio of annual cost (holding andupatosts) can be written as:
YQ) _10Q @

v 5(@"‘@)

®)

Also, this can be extended for order interval too.

Y(T)) 1 T/ N T*
T -~ 2t

(6)

This tells us that 100% error in calculating thé-dze will result in 25% in
inventory cost.

One of our assumptions was that the productiomsgantaneous, which means
the production or replenishment is infinitely fasbw, we can assume the production
rate (P) is finite but deterministic. This modelokn as economic production lot

(EPL), and the optimal level of lot-size is:

oo [2AD
h(1 —%)

(7

If (P) is infinite we get the same result as before

2.4.2. DYNAMIC LOT-SIZING

In order to implement more randomness into thentg system mathematical

model, relaxing the deterministic demand is stu@diedynamic lot-sizing.
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2.4.2.1. SOLUTION

The solution for this problem comes with the idé&maing the batch size over a
random demand. The simplest possible solution wd@dproducing exactly same
amount of parts at the beginning of each week. Kh@vn as lot-for-lot rule which
can be justified in some situations, but in gendrédrces a lot of setup cost into the
system. The other possible solution can be produitked amount of parts each time
the production is performed. This known as fixedesrquantity and it is better than
lot-for-lot policy because less setup cost is immated. Although it is not optimal,
cause considerable cost is forced to the systeoatmging parts to next weeks. The
optimal solution is the Wagner-Whitin method argdritain approach is determination
of the production batch size while demand is det@stic over the specific time
horizon but it is time-varying in each time periodl.continuous time model is not
valid for a time-varying demand, so the demand Ehbueaks into periods of days,
weeks and etc. Depending on each system diffeohetdsile might be used from daily
production for a high-volume system and fast chaggdemand to a monthly

production for a low-volume system and slow chaggiemand.

2.4.2.2. FORMULATION

The basic goal is to satisfy the demand with mitiowst including inventory,
holding and production costs. In order to faciétdhe problem solving and model

representation following notations are considered:
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» t: Time period, the range of time periods is t=1T.which is the planning
horizon. It is assumed that the intervals are weekl

* D¢ Demand rate in week t (in units);

* ¢¢ Unit production cost in week t excluding setupirorentory costs (in
dollars per unit);

* A Fixed setup cost in week t (in dollars);

* h: Holding cost (in dollars per unit) to carry arfpsom week t to week
t+1 also can be represented as an annual intémesh(money tied up to
the productiorh = (ir X ¢)/52;

* | Inventory left over at the end of week t (in @it

* Qt The lot-size or decision variable in week t (mits);

Wagner-Whitin method states that under an optimgbizing policy either the
inventory carried to week t+1 from a previous we@k be zero or the production

quantity in week t+1 will be zero.

7t = mi {Al +h;D, produceinweek 1}
2 =M 7=+ A,  produce in week 2 @)
9

T i1
A+ Z Z h;D; produce in week 1
i=2 j=1
. ] T i-1
Zr = min Zi+ A, + Z h;D; produce in week 2
i=3 j=2
Zr_q + At produce in week T

(10)
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By introducing the optimal cost in week t §8;) and optimal last week of
production(j;), an algorithm would be proposed to find the Iairgy during different

periods, Equations (8-10).

2.5. PROBABILISTIC INVENTORY MODELS

Previous models assumed that the demand is knovagiviance but in realistic
situations the demand is uncertain. There are tajomapproaches to face these kinds

of problems:

* Model demand deterministically and then modify fwdution regarding
the uncertainty;
» Explicitly take into account the uncertainty intodeling;
Statistical inventory models are not new and thagkito Wilson 1934 with two
major parts:
* Order quantity determination, the amount of inventdthat will be
purchased or produced with each replenishment;
* Reorder point determination, the inventory levelvaich a replenishment
would be triggered;
Generally three major situations can be considergdrding random demands:
* Periodic review model, in which we are interestad a single
replenishment and only determining the order qtgni$ an issue. The

replenishment occurs periodically and it is knows the Newsvendor

model;
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» Base stock model, in which the inventory replenisbee unit at a time so
the target is to find the reorder point known asebstock level;

» Continuous review, in which the reorder point r amder quantity Q are
determined during a random demand and parts aaftee a lead-timd.

which may cause the stock out situation;

2.5.1. THENEWSVENDORMODEL

Consider a situation where there is a sale se&®®mand is uncertain and occurs
prior to the sale, the inventory on shelves willdedd and if there is no part the sale
will be lost. Moreover the cost of holding the imtery till next sale is high, so unsold

items will be discounted steeply after the sale.

2.5.1.1. SOLUTION

An appropriate production quantity would be chosemsidering two sets of
information:
* Anticipated demand;
» The cost of production too much or too little;
In order to develop a mathematical model, some ragBans are needed
including:
* Products are separable, there are no interactietagebn products;

* Demand is random, it is characterized as a knowhatility distribution;
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» Planning for a single period, inventory is not eadrto the next period so
the effect of current decision on future situatiomegligible;

» Deliveries are made in advance of demand, all stockvailable to meet
demand,;

» Cost of overage and underage are linear, the dobawing too much
inventory or too little is proportional to the anmuof overage and

underage;

2.5.1.2. FORMULATION

In order to facilitate the problem solving and miodepresentation following
notations are used:
» X: Demand which is a random variable (in units);
* g(x): Probability density function (PDF) of demand;
*  G(x): Cumulative distribution function (CDF) of deumd,;
e W: Mean demand (in units);
* o: Standard deviation of demand (in units);
* ¢, Cost per unit of overage (in dollars);
* ¢, Cost per unit of shortage (in dollars);
* Q: Production or order quantity or decision varaph units);
To minimize sum of expected overage and shortage, an optimal order

quantity will be chosen which satisfies the crititactile:
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o Co + Cg

6(@) =
(11)

-

Where(®) is the CDF of the standard normal distribution &ndis the value in

(12)

the standard normal table or from the followingiioka in Excel:
®(z) = NORMDIST(z,0,1, TRUE)
(13)
In general speaking, for Newsvendor models threelosions can be made:
» For uncertain demand, the optimal order quantifyedes on the demand
probability distribution and costs of overage ahdrtage;
» For normal distribution of demand, increase of miesas to increase in
order quantity;
» For normal distribution of demand, increasing Maility of demand (i.e.
standard deviation of demand) can increase or dserthe order quantity.
If the critical fractile is greater than 0.5, theler quantity increases as the
variability of demand increases. If the criticadtile is less than 0.5, the

order quantity decreases as the variability of deimacreases;

2.5.2. THEBASE Stock MODEL

Consider a situation where there is a store whes agparticular part. Because of

some difficulties like space and delivery sellecides to place an order when one
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single part is sold. But the replenishment take®tso seller needs to carry some parts
in stock. The base stock model discusses abounmaet should be stocked, when the

space available is limited.

2.5.2.1. SOLUTION

In order to develop a mathematical model by useootinuous-time framework,
some assumptions are needed including:

* Products can be analyzed separately - there aiat@@ctions between
products;

» Demand occurs one at a time - there is no bataérprd

» Unfilled demand is backordered - there are nodakds;

* Replenishment lead-times are fixed and known -etieno randomness in
delivery lead-times;

* Replenishments are ordered one at a time, there imotivation such as
setup costs or minimum order size for batch reglanents;

» Demand can be considered following a continuoutsibligion;

2.5.2.2. FORMULATION

In order to facilitate the problem solving and miodepresentation following

notations are used:

* [: Replenishment lead-time (in days);
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X: Demand during replenishment lead-time (in units)
* g(x): Probability density function (PDF) of demaddring replenishment
lead-time;
* G(x): Cumulative distribution function (CDF) of damd during
replenishment lead-time;
* ©O: Mean demand (in units) during lead-time;
* o: Standard deviation of demand (in units) duringdiktime, for Poisson
distributed demand, standard deviation equaléto
* h: Cost to carry one unit of inventory for one y@ardollars per unit per
year);
* b: Cost to carry one unit of backorder for one y@adollars per unit per
year);
* r: Reorder point (in units), decision variable;
* R:r+linventory position (in units);
* s:r-O safety stock level (in units);
* S(r): Fill rate (fraction of orders filled from stk);
» B(r): Average number of backorders;
* I(r): Average on-hand inventory level,
In base stock model, the inventory would be moedoland whenever the
inventory level or inventory position drops to tte®rder point, the replenishment will
be placed. The optimal reorder po{m) that minimizes the inventory cost including

holding plus backorder cost is calculated as foltaw
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b
G(I‘* + 1) = G(R*) = b-l—_h
(14)

Also, we assume th&6) is normal so this formula has the same fractiacstire:

(15)

(16)
In base stock model, service level, backorder levsdl inventory level are
important and it is possible to determine eachllexgarding the normally distributed
demand:

» Service levelG(R*) is the fraction of the demand that can be fillexhf

stock, so it is called the fill rate and equal$h® service level:
S(r) = G(R")
17)

» Backorder level: This is a very important componéot inventory
control, because it measures the amount of unnmetde and also relates
to the loss function. I{®) is the cdf and¢) is the PDF of the standard
normal distribution andz) is the value in the standard normal table or
from the following formula in Excel:

B(r) = (6 = R)[1 - ®(2)] + o¢p(2)
(18)

®(z) = NORMDIST(z,0,1, TRUE)
(19)
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$(z) = NORMDIST(z, 0,1, FALSE)
(20)

* Inventory level: The expected on hand inventoryads|to:

I(r)=r+1—-6+B(r) 1)
21

2.5.3. THE(Q,R) MODEL

When demand for parts is inherently unpredictatdedxample it is a function of
machine breakdowns) and the setup cost is signifiggneans one-at-a-time
replenishment is impractical), the manager shoeldd® both how much inventory to
carry (r) and how many parts to ordé®). The solution for this problem can be
answered by (Q,r) model. Larger values(@) results in few replenishment but high
average inventory level, and smaller values resnltew average inventory, but a lot
of replenishment per year. A higher reorder pdintleads to high level of inventory
and low chance of Stock out and vice versa. Theemgghment quantityQ) affects
cycle stock, means holding inventory to avoid ex¢@enishment, the EOQ approach.
The reorder poinfr) affects safety stock, means holding inventoryvuich Stock out,

the base stock model approach. The (Q,r) modargpecomising among two models.

2.5.3.1. SOLUTION

In excess of assumptions for base stock model, eeel two assume one of the
following statements:
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* There is a fixed cost for a replenishment order;

* There is a constraint on the annual replenishmembers;

2.5.3.2. FORMULATION

In order to formulate the problem two different iopzation functions can be
used:
* Min (fixed setup cost + backorder cost + holdingtyo
* Min (fixed setup cost + Stock out cost + holdingtyo
Backorder cost assumes a charge per unit time vehenstomer demand is
unmet, and Stock out cost assumes a fixed chargsafih unmet demand. To develop
the model following notations are used:
» D: Expected demand per year (in units);

* |: Replenishment lead-time (in days);

X: Demand during replenishment lead-time (in units)

* g(x): Probability density function (PDF) of demaddring replenishment
lead-time;

* G(x): Cumulative distribution function (CDF) of damd during
replenishment lead-time;

* ©O:DI1/365 mean demand (in units) during lead-time;

* o Standard deviation of demand (in units) durinadiime, for normal

distribution it isv0:

A: Setup cost per replenishment (in dollars);
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c: Unit production cost (in dollars per unit);

h: Cost to carry one unit of inventory for one y@ardollars per unit per
year);

k: Cost per Stock out (in dollars);

b: Cost to carry one unit of backorder for one y@adollars per unit per
year);

Q: Replenishment quantity (in units), decision able;

r: Reorder point (in units), decision variable;

s: r-© safety stock level (in units);

F(Q,r): Order frequency (replenishment orders gar)

S(Q,n): Fill rate (fraction of orders filled froniogk);

B(Q.r): Average number of backorders;

I(Q,r): Average on-hand inventory level;

In (Q,r) model following costs are included in mbadg: fixed setup cost, Stock

out cost, backorder cost and holding cost.

As it was mentioned before two different approadsasbe used to formulate the

problem:

Backorder cost approach: The total cost is the slusetup, backorder and
inventory carrying and the goal is to make a reabtnbalance between
setups, service and inventory. The optimal reogiemtity is calculated
from Equation (2). The optimal reorder point equéds (based on
backorder and holding costs) whebeand z are calculate from Equation

(13):
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r*—u)_ b
" b+h

G@ﬂ=¢(
(22)

- (5

» Stock out cost approach: The total cost is the stisetup, stock out and

(23)

inventory carrying and the goal is to make a reabtnbalance between
setups, service and inventory. The optimal reogiemtity is calculated
from Equation (2). The optimal reorder point equéds (based on
backorder and holding costs) whebeand z are calculate from Equation

(13):

~ r‘—pu B kD
G(r)_q)( o )_kD+hQ
(24)

e

(25)

2.5.3.3. PROPOSEDALGORITHM

The (Q,r) policy has been used in industry and lyidgtudied in the literature
since Hadley and Whitin introduced this methodhairt classical textbook in 1963.
The classical method as described in previous wectiptimize the inventory cost
based on the use of EOQ and base stock model loagaeorder point and lot-size.
However this method does not determine the optip@icy that minimizes the

inventory cost. In order to check the error of thassical method a simulation is
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designed. We assume that demand arrives as a P@issmess and arises on a unit-by-
unit basis. Due to use of simulation, a decisi@e tof the (Q,r) policy for different
values of thg(lQ) and(r) has been implemented and the surface of the iomeanbst

is graphed. The inventory cost is convex and tlseltef the simulation proves that

the classical method is not able to determine ttteah minimum inventory cost

(Figure 2).
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Figure 2: Inventory cost vs. Q & r - D=100, A=1530, b=100, L=365

Classical method: Q=10, r=15 Cost=404.3 & Optinwhlison: Q=14, r=9 Cost=320.7

A new algorithm is proposed to determine the optirearder point and lot-size
which optimizes the cost of inventory. The suggestethod is an iterative analytical

method that uses curve fitting. The inventory cakich is the sum of setup and
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purchase order cost, backorder cost, and invem@mying cost can be written into a

mathematical formulation:

E[C(QD)] = Ag +bB(Qr) +hI(Qr)
(26)

According to (Zipkin, 2000), I(Q,r) can be writtes:

1(Q,r) =%+r—AL+B(Q,r)
(27)

The loss function B(r) which represents the averbaekorder level in a base

stock model with reorder point r, can be computeébdowing:

B(r) = Z (x —(r+ 1))f(x)

X=r+1

(28)
The loss function B(Q,r) for the (Q,r) model as tnerage of the backorder

levels of the base stock model for reorder poirtmf(r) to (r + Q — 1):

r+Q-1

1
BQD =g > B

(29)
Now we can rewrite the cost function as Equation 30
D 1 r+Q-1 o
E[C(Qn] = Aa +b la ; y;l(y - (x+ D)f(y)
r+Q-1 o
Q+1 1
+h l—z trodldy ; y;l(y — (x+ 1))f(y)‘
(30)
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The optimal (Q,r) are the values that minimize &xpected cost function. In
other words differentiating E[C(Q,r)] with respect (Q) and r will determine the

optimal lot-size and reorder point.

OEIC(Q D] _

0-Q"
d
@ (31)
9E[C(Q )] _ 0=
dar a
(32)
As we can see it is difficult to calculate the datives analytically:
AD b+h(dB(Qr)\ h
T Cag )20
(33)
(b+h)aBg3'r) +h=0
(34)

It is sometimes difficult to use exact expressiamoptimizations, so various
approximation methods have been offered. In an ceqpation method, Zipkin
approximated B(Q,r) with the base stock backordén Bs Equation (18). This
simplification relaxes th€dB(Q,r))/ dQ term in Equation (33). In other words, the
optimal order quantity simply is derived from Eqoat(2). Now, treatingQ) as a
continuous variable and replacing B(Q,r) with Bifn) Equation (34) provides the
optimal re-order point from the base stock modehidation Equations (14-16).

In our proposed algorithm, in order to solve theirogation problem without

approximation we introduce the following method:

2AD

1. CalculateQ; = -
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2. For a givemQ* = Qi Graph BQ",r) for different values of r or generate the

trend of BQ*,r) versusr;

r+Q-1 o

—AL
éZ PNCEICEEVE O vre 0,00

|
X=r y=x+1 y

(39)

3. Fit a curve to the BY*,r) and generate the curve fitted functidg);

fg = Polyfit(r,B(Q,r) - fg(r)
(36)

== [B Polynomial Curve Fitted

o — Discrete Data (from step 2)

B(Qx)

4. Solve(b + h) % + h = 0 for r that determines’;

5. CalculateE[C(Qj, r{)], if E[C(Q{_4, ri_1)] <E[C(Qj, r{)] stop;
6. Qi=Q;+1 and i=i+1 go back to 2;
In this section we prepare a sensitivity analysistloe cost function based on

variation of D, b, h, L, A and compare the restilbor algorithm with the result of the

classical method which is shown (as).
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Table 1: Sensitivity analysis based on variatioamfual demand (D)

D Q r cost’ Q r cost
14 4 3 167.5 5 0 118.6
50 8 8 289.5 9 4 226.7
100 10 15 404.3 14 9 320.7
150 13 22 498 16 15 392.6
200 15 29 580.4 19 20 453.4
800 -
700
600
500
400 B Zipkin
300 1 New Algorithm
200
100
0
14 50 100 150 200 300

Table 2: Sensitivity analysis based on variatiobadkorder cost (b)

b Q r cost’ Q r cost
100 4 3 167.5 5 0 118.6
500 4 4 197.6 5 2 161
1000 4 5 226.5 4 3 180.3
5000 4 6 256.5 4 4 213.7
10000 4 7 286 4 4 231.6
300 -
280

260
240
220
200
180
160
140
120
100

B Zipkin

I New Algorithm

100 500 1000 5000 10000
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Table 3: Sensitivity analysis based on variatiohalfling cost (h)

h Q r cost’ Q r cost
15 6 4 121.8 6 1 87.8
25 5 3 150.2 6 0 110.3
30 4 3 167.5 5 0 118.6
50 3 3 236.5 4 0 146.5
80 3 2 263.5 4 0 180.8

270 A

220

170

120

70

Table 4: Sensitivity analysis based on variatiofeafl-time (L)

B Zipkin

I New Algorithm

L Q r cost’ Q r cost
10 4 1 146.2 4 0 118.3
30 4 2 154.5 4 0 114.4
45 4 3 167.5 5 0 118.6
55 4 4 185.4 5 1 124.4
75 4 5 193.1 5 1 132.5

200

190

180

170

160

150 M Zipkin

140 I New Algorithm

130

120

110

100
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Table 5: Sensitivity analysis based on variatioseifip cost (A)

A Q r cost’ Q r cost
5 3 3 123.9 3 1 86.3
15 4 3 167.5 5 0 118.6
20 5 3 185.7 6 0 132.1
30 6 3 214.4 6 0 155.4
40 7 3 239.2 7 0 175.8
250 -
230
210
190
170 o
H Zipkin
150
New Algorithm
130

110

90

70

According to (Federgruen & Zheng, 1992) for a petiad 30 years there has been
no efficient algorithm for calculating the determ@iion of an optimal (Q,r) policy. In
the following we compare the result of our proposdgbrithm for the continuous
review (Q,r) policy with Federgruen policy, as theost reliable algorithm, and
compare the results with the Monte Carlo simulafmmthe long time horizon (5000

years).

Table 6: Comparison of Federgruen Alg, Proposed &gl Simulation - D=50, L=1, h=10, b=25

Proposed Algorithm Federgruen Algorithm Simulation
A Q r cost Q r cost Q r cost
1 7 51 96.15 7 50 95.46 7 50 95.56
5 12 49 116.1 12 48 115.3 12 48 115.58
25 23 44 171.1 23 44 171.1 23 44 171.24
100 40 38 289.3 40 38 289.3 40 38 289.48
1000 120 15 852.5 120 15 852.5 120 15 852.24
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Table 7: Comparison of Federgruen Alg, Proposed &tgl Simulation - D=50, L=1, h=10, b=100

Proposed Algorithm Federgruen Algorithm Simulation
A Q r cost Q r cost Q r cost
1 5 58 143 7 56 142 7 56 142.79
5 11 55 165.3 12 54 165.2 11 55 165.23
25 20 52 2274 20 52 227.4 20 52 227.39
100 36 49 357.7 37 48 357.8 36 49 357.77
1000 107 40 978.5 107 40 978.5 107 40 978.44

Table 8: Comparison of Federgruen Alg, Proposed &gl Simulation - D=50, L=1, h=25, b=25

Proposed Algorithm Federgruen Algorithm Simulation
A Q r cost Q r cost Q r cost
1 6 46 153 6 46 153 6 46 153.44
5 11 44 177.2 11 44 177.2 11 44 177.49
25 19 40 2455 19 40 2455 19 40 245.09
100 31 34 394.8 31 34 394.8 31 34 394.87
1000 91 4 1131.8 91 4 1131.8 91 4 1131.77

The results of our sensitivity analysis that arevjded in Tables 1-5 state that the
classical method is not able to determine the muimimnventory cost and there is a
considerable difference between the optimal inwgntolution and the classical
solution. However, our algorithm is able to provitte optimal re-order point and
order quantity that leads to the minimum inventoogt.

The comparisons of our new algorithm, Federgrugnraghm and the simulation
that are depicted in Tables 6-8 shows a generaistemcy of the optimal policy and
minimum inventory cost in two methods and simulatibhere are some cases that the
suggested values fdiQ) and (r) by algorithms are different from each other, but
comparison of the results with the simulation dexdahat the error is less than 0.5%

which is negligible.
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2.6. SPAREPARTS MANAGEMENT

In this chapter we have reviewed inventory systatls the aim of developing
spare parts inventory models. In order to achiéiedoal, we need to consider spare
parts characteristics from the managerial poini@dv.

Spare parts management looks for achieving theinatigproducts (parent
products e.g. machines, equipment and etc.) avidyaht an optimum cost. The
downtime of parent products is expensive and pitgddbfrom the point of view of
customers and non-availability of spare parts ngosintributes to 50% of the total
downtime cost. Also, the cost of spare parts cbuates to more than 50% of the total
maintenance cost in most industries. Thereforegetiea paradox to complain about
non-availability of the spare parts in contrastwiicreasing the locked up investment
to stock spare parts to reach high level of avditgb

The unique problem that deals with spare parts gemant is the element of
uncertainty. This uncertainty comes from when arespgaart is required or when a
product fails and once it fails what is the quanait parts required for replacement. It
is a fact that the failure of a component is unmtadhle so demand for spare parts is
uncertain. On the other hand, most of the time dehfiar spare parts is low and spare
parts are considered as slow moving items. Thidsléa low level of availability of
the parts in the market and usually high lead-tohespare parts supply especially
when the complexity of parts is high. Furthermdhe number and variety of spare
parts are high (for a medium scale engineeringstighican be around 15000 parts and

for a large scale industry may be around 10000&)and the rate of consumption of
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spare parts for some parts are high and for soms g low. For example in a case
study for a system, over 80% of the cumulative ahineémand was concentrated in
about 8% of the items and over 50% of items couted to less than 1% of the
cumulative annual demand. In automotive industrg ikommon that the number of
demands per dealer per year is less than onearmsbime parts. Even for items with
more than 20000 units demanded annually, consitiefediction of dealers demand
the items less than one on average per year.

Regarding aforementioned characteristics for spgzads, a good inventory
control policy should determine the ordering pragedand optimal level of inventory
to provision spare parts in a right time with @it cost. Under these circumstances
suggested inventory control policies should fa@hounpredictable demand for spare
parts known as intermittent demand, consideralalé-teme to supply parts and variety
of parts. Based on these considerations suggestettory models for spare parts
management can be divided into two groups:

1. Negligible setup cost:
* Newsvendor inventory policy;
* Order-up-to level inventory policy;
2. Non-negligible setup cost:
» Two parameters policies such as (Q,r) policy;

» EOQ based inventory policies;
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CHAPTER 3

3. REVIEW OF LITERATURE

3.1.INTRODUCTION

The spare part business is defined as the pura)asi@rehousing, selling and
delivering of spare parts to customers. Extendédiges including customer services
and handling warranty issues are also includedinvitie definition of the spare part
business (Suomala, Sievanen, & Paranko, 2002).eSpants, for many companies

producing durable products, is the most profitdbtection of the corporation (Wagner

& Lindemann, 2008).

WAREHOUSING
PURCHASING SELLING

-

Figure 3: Spare parts business activities

Despite absence of reliable data, it is acknowlddat the spare parts business
is very profitable. It is believed that spare paxstribute to one-third of the net sales

and two-third of the profits (Suomala et al., 20@)are parts only contributes to 10%

47



of the global sales but can contribute to more tG@% of the net income for an
average industrial company (Noeuvéglise & Chevemen2©11).

Aftermarkets in industries such as automobiles, tevhgoods, industrial
machinery, and information technology have becoooe fo five times larger than the
original equipment businesses. In 2001, GM earnedenprofit from 9 billion US
dollars sales in after-sales revenue than 15®hiliS dollars income of car sales (M.
A. Cohen et al., 2006). In 2005, the supply of rafierket parts (that covers everything
from replacement toner cartridges to engines oiserghips) was a 400 billion US
dollar business and recently this amount has reather00 billion US dollar (T.
Gallagher, Mitchke, & Rogers, 2005). In 2006, théef spare parts and after-sales
services in the United States was at 8% of annuasgdomestic product (GDP), that
means American costumers spent about 1 trillionddiiars annually on assets they
already own (M. A. Cohen et al., 2006). In 2010carding to Rolls-Royce group
annual report, Rolls-Royce engine-maker generatedenthan half of its revenue
(more than 5.5 billion British pounds) from servaivities.

The share of a company’s spare parts revenue imdinator to show the
importance of the spare parts business. In a ¢adyg fr different firms, on average
companies generate 13.3% of their revenues fronsdhe of spare parts (Wagner &
Lindemann, 2008). In automotive industry, the grafargins of spare parts sales are
three to four times higher than the margins inszdes. Some firms sell their primary
products (i.e. machines) with the price close te production cost with goal of

attracting future demands for spare parts (Dennika&bil, 2003).
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After-sale services are high-margin business, a&eg are considered as a huge
portion of corporations profits. The profit of spaparts for manufacturing and
engineering-driven firms including after-sale seed is significant. It contributes to
about 25% of all revenue, although it is 40% to 5@Rall profits (Dennis & Kambil,
2003).

In spite of profitability of spare parts business,is very challenging and
expensive to handle spare parts inventory and cwestaatisfaction. In recent years
the value and share of the spare parts inventorgnamufacturing companies has
increased significantly. Few years ago the valughef spare parts inventory for a
manufacturing company was about 2 to 10 millionddé8ars, but now it is about 5 to
15 million US dollars, which shows a significantiease on spare parts inventory

investment.

$2-10 MILLION

Figure 4: The value of the spare parts inventoryaftypical manufacturing company

In aircraft industry for instance, the supply oaep parts for Boeing airplanes is a
7 billion US dollars per year business with morantt2000 suppliers. For another

instance, TNT post group uses more than 3 millgunase feet of warehouse space to
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handle 120,000 tons of shipments and 34.6 milliwles per year for Fiat spare parts
in Europe and South America (Parker, 1999). Howavéas to be mentioned that the
maturation of technologies such as the InterneEMRFID, etc. have made it easier
to track products over their life cycle, and haveveed product and component
replacements to be planned strategically insteadnotly on an as-needed or
emergency basis.

Furthermore, there are constant challenges betwegginal equipment
manufacturers (OEM) and market players or compstitalled will-fitters. The lower-
cost producers attack the profit of aftermarketsk® of after-market business for
OEM can be listed as following:

* Buying non-OEM and used patrts;
» Refurbishing instead of replacing parts;

Traditional OEM remedies, which are discounting piniee of original parts and
recovering lost profits by selling parts and seegi@t higher margin, does not work
efficiently anymore. Although, OEMs still have soradvantages, according to (T.
Gallagher et al., 2005) advantages of OEM comptréalver-cost producers are:

» Stronger relationship with customers;
» Better distribution system;
» Deeper engineering resources;
* Advanced technical support;
e Superior quality assurance;
On average, OEMs carry 10% of their annual salespase parts. Most of OEMs

do not get the best out of those assets becaust ahtise time their people and
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facilities are idle, and inventory turns is oncetwice per year that means about 23%
of their parts become obsolete yearly (M. A. Coéeal., 2006).

The major problem of the OEMs to support servicetspas the high risk of
obsolescence and sudden increase of the pricest #i¢ final phase of a product
production, demand for parts decreases dramatjaahich increases the price of the
production even more than 300% (R. H. Teunter &irKl¢éaneveld, 2002). Spare parts
are usually manufactured along with the parent gpecodnd the OEM keeps the stock
of spares for replacement during warranty, postravdy and after sale services.
Availability of the spare parts during the prodlifg cycle; the time span before the
end-of-production and the period between end-ofipction and end-of-service is a
major factor to keep OEMs competitive in the marketr instance, in the automotive
market in Germany, the life cycle of the productLi years which is a long time to
stock spare parts (Inderfurth & Mukherjee, 2008).

In spite of the aftermarket’'s obvious benefits, thosganizations waste its
potential. Companies should use systematic appesachincrease their benefits in the
aftermarket business and this is possible by focusn three following strategies (M.
A. Cohen et al., 2006):

* Improve after-sales service quality levels;
* Reduce investment in service assets;
» Cut operating costs;

In previous survey paper in 2001 by (Kennedy, Waka#erson, & Fredendall,

2002) the spare parts management has been stugedficlly in case of

maintenance policies, where spare parts as repaipalts are being used to maintain
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equipment in working condition. To perform the studhe authors conducted a
literature review based on the intermittent propeiftthe spare parts demand and its
effects on proposed inventory management policidso, the role of the modern
technologies like Internet in tracking parts in glypchain is being notified as an
important factor to improve the material and infatran flow in the supply chain
management via faster and more up to date comntigrichetween customers,
retailers and manufacturers.

Spare parts or service parts are distinguishellrgetcontrol situations including
(Botter & Fortuin, 2000):

» Service parts to maintain own (production) fa@ktiand systems;

» Service parts to service (professional) systentsalied at customer sites;

» Service parts to repair consumer products at sewarkshops;

Service parts can be divided into two categories:

* Repairable parts: Service parts that are repairdiméh technically and
economically). When failure happens, failed paresraplaced with a new
part and sent to repair facility.

» Consumables: Service parts that are not repair@ioléh technically and
economically). When failure happens, failed paresraplaced with a new
part and scrapped.

In this literature review, first, the importance tife spare parts business is
studied, then a review is provided to show reldatsdhniques and policies which are
applied in spare parts inventory systems. In otdeget up the review, the literature

review is organized in such a way that in the beigig the inventory control policies
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are introduced. Then the perspective of uniqueésgpare parts on the inventory
management is illustrated that makes them to beéndisshed from finished good
products or work in progress products. Next, spees clustering and demand are
studied and forecasting methods are reviewed. TheotiGame Theory for inventory
systems planning is studied. Also spare partsngies a strategic method to increase

the profit of the suppliers is evaluated.

3.2. SPAREPARTS INVENTORY MANAGEMENT

Spare part inventory management is considered apeaial case of general
inventory management with special characteristespecially high-variety, low-
volume demand and high risk of obsolescence. Tha gwal is to achieve adequate
service level with minimum inventory investment aoplerating costs. Despite the
importance of the spare parts business, the previdgarature on spare parts
management is limited.

There are some literature reviews including spamspand maintenance models
(Kennedy et al., 2002, Nahmias, 1981, Pierskallda®lker, 1976) (José Roberto do
Regoa, 2011) that discussed about the maintenan@ntories, the maintenance
policies including procure, inspect, and repairepiace units for stochastically failing
equipment, and finally demand forecasting and itmgncontrol decisions on the
different life cycle Stages of spare parts.

In general categorizing, spare parts managemenbeattivided into two major

groups:
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* Planning and operational aspects (the determinatfooptimum spare
parts level) consists of demand forecasting, seriggels and inventory
levels.

» Strategic and organizational aspect consists ofoouting, locations,
channels of distributions, supply chain type, infation and
communication technologies.

The need for spare parts arises when a comporienafel must be replaced. The
failure rate is not deterministic and it has a linkhe quality of maintenance. This, in
turn, causes an unpredictable demand for sparse. pddintenance for each machine
can be categorized into preventive and correctiveugs. From a spare parts
manufacturer’'s perspective, preventive maintenanae result in periodic but
stochastic demand. On the other hand demand foreative maintenance is
deterministic under the assumption that only onkeirla can occur at any instant of
time, but stochastic in the time of arrival. Theref in both cases the nature of

demand is intermittent and forecasting methods cparedict demands.
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In this manner stocking level affects cost andiliigbof the suppliers. Over-
stocking leads to expensive inventory planning amdn obsolete inventory while
under-stocking contributes to poor customer satigfa. The body of literature in the
field of planning is adequately extensive, whilerthhave been few studies in the field
of strategic and organizational matters includiogistic system design and strategic
concepts which lead to a service-to-profit suppigin (Wagner & Lindemann, 2008).

In order to determine the optimal level of invegtodifferent inventory
management concepts have been developed that celudtered according to their
complexity as follows:

1. Simple repair shops: (Scudder, 1984) improvdwedaling rules and spares
stocking policies for a repair shop supporting irtdim repairable inventory system.

2. Multi-hub systems: (Wong, Cattrysse, & Van Ouddgen, 2005) presented a
model for determining spare parts stocking levélisTmethod applied for a single-
item, multi-hub, multi-company, repairable inventasystem to minimize total system
cost. The total system cost is defined as the coation of inventory holding,
downtime and transshipment costs.

3. Closed-loop supply chains: The goal is to sttity return of products as a
source of spare parts. The integration of prodeitirns into business operations using
information management, and its implication for tH&M company has been
investigated by (Fleischmann, Van Nunen, & Grave03). (Spengler & Schiter,
2003) integrated production and recovery systemgtwhenefits from an Internet-
based information technology. The communicatiotf@ten uses the system dynamics

to evaluate spare-parts demand for the Agfa-GewaerElectrocycling GmbH.
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4. Multi-echelon supply chains: Spare parts optation as a part of
Maintenance, Repair and Operation materials (MRE€9ds an integrated approach
that removes noise factors. Noise factors candvedias the following:

* Bad coding;

Lack of classification;
* Poor network practices including uncoupled warebswmnd poor relation

with suppliers;

Poor data integrity known as non-centralized anumeal time data;

The multi-echelon technique for recoverable itemtim can be used to model
the inventory and it has been tried for two remlisystems including a subway system
and a mobile telephone company in Venezuela (2id@3).

Case studies on supply chain management for spate Ipave been investigated
in different industries such as:

 The computer industry (Ashayeri, Heuts, Jansen, Z&z&ba, 1996),
(Thonemann, Brown, & Hausman, 2002);
* The airline industry (Tedone, 1989);
* The metal industry (Suomala et al., 2002);
* The electronics industry (M. Cohen, Kamesam, Klermfet, Lee, &
Tekerian, 1990);

» Power generation (Bailey & Helms, 2007);

The military (Rustenburg, van Houtum, & Zijm, 2001)
Decision-making in strategy and design level foduse logistic systems, which

is a long term procedure.
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Spare parts maintenance has four major charaatsristliuding:

1. Criticality: The criticality of a part is relatdo the critical consequences of the
part failure on the whole process. Generally thiécality can be estimated by
evaluating the down time costs of the process.

2. Specificity: Spare parts can be grouped into maor sets of standard parts
which have widely usage, so there are several mypghat provide them and specific
parts which have low volume demand, so supplieesraluctant to stock them and
their availability is not good.

3. Demand pattern: This includes the demand sidetarpredictability. Demand
volume for spare parts is usually low and irreguRredictability is related to the
failure process and can be estimated by statistiegns. Parts can be grouped into
two categories of parts with random failures andspaith predictable wear patterns.

4. Value of parts: High value parts are not intehfler stock holding and low
value parts have to be managed for an effectivédemeghment arrangement to
decrease the administrative costs of ordering.

Decision-making in level of design and strategyuk®s on the effect of the
mentioned factors on logistic elements includingi@konen, 2001):

* Network structure: Determines the number of echelmd their locations
in the supply chain.

» Positioning of materials: Defines how to positioatarials in the network.

* Responsibility of control: Discusses about coopenatind risk pooling
among the suppliers.

» Control principles: Manage the material flow.
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Also there is an emphasis to consider the wholg@lgughain including complex
mix of materials, information and service laboraimalysis. This analysis increases the
coalition among different parties at planning Sta@eennis & Kambil, 2003).

Inventory control management can be classified gatioeral parts and spare parts.
General parts usually have high and independentaddswhile spare parts have
intermittent demand (Prof. Maurizio Faccio, 2018nce Economic Order Quantity
(EOQ) model, many inventory control policies haweib developed for general parts
inventory control management. Some classical matdeisde listed as following:

» Continuous review (Q,r);
» Periodic review (T,S);
» Base stock (B);

In (Q,r) policy, an order size ¢f)) is placed when the inventory level reaches to
r. In (T,S) policy, at every interval time T thevantory is reviewed and replenished to
the level(S). Both continuous and periodic models are usefuhfgh and stationary
demands and the difference is that for the contisueview policies the interval time
is variable and the replenishment amount is cohstaiie for the periodic policies it
is reverse. The base stock model is a special @fasentinuous review model, which
reviews the inventory level and whenever the inegntevel drops to(B —1) it
places and order of single unit. This policy isfukéor items with low demands,
which are similar to spare parts.

There have been considerable number of studiesabiaifor the general parts
inventory management including (Love, 1979), (SilvByke, Peterson, & others,

1998), (Muckstadt, 2004), (Sherbrooke, 2004), (WHapp & Spearman, 2008).
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One of the first inventory models addressing intdemt demand was introduced
by (Williams, 1982). They considered a model simita (Q,r) with variable interval
time based on a Gamma distribution. A periodic eevimodel, that determines the
inventory level based on adjusted demand distwbutusing Bayesian method,
developed by (Popovi'c, 1987). (Aronis, Magou, Dekk& Tagaras, 2004), (HILL,
1999) introduced a base stock model that deterntimestock level based on using
Bayesian model to forecast the demand. An expeenitory management system was
developed by (Petrovic, Petrovic, Senborn, & Vajox, 1990) that considers
additional subjective aspects for costs, lead-tiaresdemand beyond traditional data.
The distribution of the time between failures ipenential and subjective questions
about reparability, repair time, cost and critigalof components are answered by
users and users will get the lot-size and the drpemventory cost. A continuous
review system (Q,r) is provided by (Jin & Liao, ®)Ghat minimizes the costs of
purchase, storage, failure, and revision of conpadameters during time intervals
which follows an exponential distribution or condtéailure rate. A similar model was
developed later, which considers the intervals betw failures as a Weibull
distribution (Liao, Wang, Jin, & Repaka, 2008). lsmentory control system for spare
parts was proposed by (Lonardo, Anghinolfi, Padlué Tonelli, 2008) that
determines the level of spare parts by minimizimg tbtal storage cost and assuming
the demand as a normal distribution. The solutionthis inventory optimization
problem benefits from stochastic linear programmnang it is validated by some tests
over real historical data related to the orders avallability of 2704 spare parts in a

period of four years that obtained from an Italamge manufacturing industry.
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A heuristic method to obtain the order point andeorlevel in (s,S) model by
using Markov chains and assuming Poisson demanddeasloped by (Gomes &
Wanke, 2008). The proposed method is compared avittonventional simulation
showing that the results are the same. In spats pasentory systems identical parts
can be used in different equipment with differeatvd times. Therefore, demand for
spare parts can be classified into critical and-criical demand. Based on a case
study for semiconductor equipment, a (r,r,Q) ineeptmodel for spare parts have
been proposed that determines reorder point anddeecquantity according to
criticality of the parts. The reorder point r ame tritical level are equal and once the
inventory level drops to the reorder level, newesrdith size Q will be released and
the remaining stock is reserved for critical demamdil the inventory replenished
(Chang, Chou, & Huang, 2005). The critical or notigal demand is assumed to be
high enough to be modeled as the normal distributs@rvice parts stock management
seeks to increase availability of spare parts @wthrehouses in right time and place to
satisfy customer demands. Customer satisfactiorbeasalculated by the first fill rate
value (FFRV). An inventory stock mix optimizatiomoplem has been formulated by
(Lonardo et al., 2008) that determines the optisadkty stock levels for the spare
parts that minimizes the total production and itegn costs while satisfying desired
FFRV. There are some theoretical inventory modaispare parts. Among them, the
most investigated policy is the so-called (S-1,3)del, a particular case of (s,S)
models, that assumes that demands arrive as Pgissoess (Feeney & Sherbrooke,
1964). When transactions are greater than onejgbeof compound-Poisson models

for demand has been proposed (Williams, 1984). &mesdels are difficult to apply
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because they need assumptions to identify compdistidbution parameters. In other
words one parameter is needed for exponentialildision inter-arrival times of
demand, and two parameters for the Gamma distoibuftr the demand size. Two
different (s,Q) inventory models, known as a simatel advanced model, for spare
parts in a confectionary producer production plaane been developed (Strijbosch,
Heuts, & Van der Schoot, 2000). For the simple rhdde assumed that demand is
normally distributed over the lead-time and theabed model utilizes the Gamma
distribution for the demand. In order to find tHéeetive inventory policy for a mail
processing equipment manufacturer that stocks 80ddlinct parts in a distribution
center, a constrained optimization model with thalgf total inventory investment
minimization subject to constraints on customevises has been developed (Wallace
J Hopp, Spearman, & Zhang, 1997). Because of #eedithe problem, the problem
IS not tractable to exact analysis and three diffetheuristic methods have been
proposed to solve the optimization problem. An mteey control policy of a service
part in its final phase for an appliance manufaatus investigated (R. H. Teunter &
Klein Haneveld, 2002). An order-up-to policy haebesuggested that minimizes the
total expected undiscounted costs of replenishnieventory holding, backorder and
disposal where demand is considered as a stati®tfmsgon process.

Three different options are introduced by (Indetfu& Mukherjee, 2008) to
supply spare parts during the product life cycleveen end-of-production and end-of-
service. First, setting up a large order with timalflot of production, second, setting
up extra production runs, and third, implementieghanufacturing to manufacture

spare parts from used parts. The authors solvegrtidem by proposing Decision
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Tree, Dynamic Programming procedure and a heunsgthod to find the optimal
combination of three options. In a case study famtwlling spare parts inventory
level of an electronic equipment manufacturer,dpgmal parameter S of an (S-1,S)
inventory system is calculated by applying a Bayesipproach to forecast demands
(Aronis et al., 2004). A heuristic method, whichshelose relation to the Greedy
heuristic, based on duality theory, is developedMgrris A Cohen, Kleindorfer, &
Lee, 1989) that determine base stock policies &ious spare parts in a facility that
stocks various parts for set of products. As fathesusage of equipment is changing
over time, it will result in intermittent demandrfspare parts that fluctuate with time.
Therefore, demand could be considered as a naofsgy Poisson process and an
inventory policy similar to (S-1,S) inventory systdias been proposed by (Bian, Guo,
Yang, & Wang, 2013). Demands for spare parts fem& which are no longer
manufactured could be assumed as a Poisson pregdssfailure rate that is
decreasing exponentially. A dynamic programmingrigiation is developed by (Hill,
Omar, & Smith, 1999) that determines replenishnpafity which minimizes the total
discounted setup cost, production cost, inventotgihg cost and backorder cost over
the time horizon. Inventory pooling known as lateti@nsshipments and direct
deliveries can help companies to maintain high iserlevels with low cost. This
strategy provides an inventory system which isnsgae to the lead-time distribution
(Alfredsson & Verrijdt, 1999). The low cost inforti@n sharing and possible quick
delivery of items with reasonable cost are two mdgztors that affect inventory
management. The sharing and transshipment of itmost of the times reduces

overall cost of inventory systems (Grahovac & Chakrty, 2001).
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Figure 6: Inventory management crucial factors

Common ownerships that have reliable and precigenration can benefit from
pooling. For instance, a centralized inventory eystthat deals with several stores
with common ownership can benefit a lot from thepmration among different stores
and retailers. In this situation cost allocationoagnthe stores can be studied via three
criteria of stability, justifiability and computdlty (B. C. Hartman & Dror, 1996).

Real-life spare parts network can benefit from ridtéransshipment. A partial
pooling system is developed by (Kranenburg & Varutdm, 2009) that determines
base stock level and lateral transshipment for @rses by exploiting a heuristic
procedure. The advantage of pooling in the are@mdirable spare parts with lateral
transshipment has been investigated broadly by, (1&87), (Axsater, 1990),
(Sherbrooke, 1992), (Alfredsson & Verrijdt, 199@krahovac & Chakravarty, 2001),
(Kukreja, Schmidt, & Miller, 2001), (Kukreja et aR001, Wong et al., 2005, Wong,
Oudheusden, & Cattrysse, 2007).

Among reviewed literatures, we can list followinyéntory control policies that
have been widely used in spare parts managemét fie

1. Order-up-to level policy (Aronis et al., 2004, Aghd et al., 1996, Bian et
al., 2013, M. A. Cohen & Lee, 1990, Feeney & Sheoke, 1964,

Fleischmann et al., 2003, Gomes & Wanke, 2008, Hiillal., 1999,

63



Inderfurth & Mukherjee, 2008, F. Karsten, Slikk& yan Houtum, 2012,
FJP Karsten, Slikker, & van Houtum, 2009, Lonardo a¢, 2008,
Rustenburg et al., 2001, Scudder, 1984, Tedone&9,1R8H. Teunter &
Klein Haneveld, 2002, Thonemann et al., 2002).

2. Two parameters inventory policy (Q,r) (Chang et a005, Gerchak &
Gupta, 1991, Bruce C Hartman, 1994, Jin & Liao,200ao0 et al., 2008,
Williams, 1982).

3. Newsvendor policy (Dror & Hartman, 2010, Bruce Cridsan, Dror, &
Shaked, 2000, Inderfurth & Mukherjee, 2008, Monthio & Scarsini,
2007, Mdller, Scarsini, & Shaked, 2002, Q. Wan@®1)9

4. EOQ based policies (Dror & Hartman, 2010, Guardidaca, & Puerto,
2009, W Heuvel & van den P, 2007, Wilco van den \‘¢uBorm, &
Hamers, 2007, S. X. Li, Huang, & Ashley, 1996, Qay, 1991, Whitin,

1955).

Figure 7: The usage frequency of inventory corpiadicies in spare parts related literatures

64



3.3. SPAREPARTS vS. GENERAL PARTS

Spare parts are being used to maintain or repaifitial products or equipment
which basically deals with high level of inventoipvestment and customer
satisfaction. Different factors make spare paneimories different from other types
of inventories. The main factors are customergstattion, variety of different parts
and low demands that makes spare parts becomeeuniqu

The following factors affect the uniqueness of spparts significantly (M. A.
Cohen & Lee, 1990), (M. A. Cohen, Zheng, & AgrawB®97), (Muckstadt, 2004),
(Kumar, 2004), (José Roberto do Regoa, 2011):

» Delays in repairing;
* Spare parts demand which mostly is intermittent;
* High risk of obsolescence due to complexity of prid and their life

cycles;

L DELAY IN REPAIRING

UNIQUENESS OF
SPARE PARTS

INTERMITTENT
OBSOLESCENCE DEMAND

Figure 8: Spare parts uniqueness criteria

As long as spare parts inventories are not intelatecbr final products, the

policies that govern their inventories are not $hene as work in progress (WIP) and
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finished goods (FG) (Kennedy et al., 2002). Thigedence significantly caused by
two following factors: first, their functions arefférent. It means, WIP exists to
smooth production rate and FG exists as a sourgeanfuct to be delivered to the
customer, but spare parts exist for maintenanc&ep equipment in working
condition. Second, inventory policies are differeetause WIP and FG rates can be
changed to adjust the production rate but the lefsspare parts depends on the use of
machineries and the quality of maintenance.

Therefore demands for spare parts depend on thatenance policy. There are
two types of maintenance policies, scheduled oveprtve and unplanned repair. For
the first situation, demands are predictable buttlie latter, they are unpredictable.
Meanwhile, usually the cost of stock-outs is sigaint so the safety stock is necessary
and the amount of stock pile can be determined rdoup to the following
categorization (Kennedy et al., 2002):

* Maintenance functions;
* Management issues;

» Age-based replacement;
* Multi-echelon problems;
* Obsolescence;

* Repairable parts;

» Special applications;

Maintenance functions are useful to give solutitmgalculate optimal re-order
point and quantity of the orders. In other wordese deal with when to place an

order, how many units to be ordered while makingisien between reducing the
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costs and increasing the availability (Mamer & 3mit982), (Seidel, 1983). Also
(Hegde & Karmarkar, 1993) have studied the supposts and system availability
from the customer point of view. In another stuphgviding spare parts kits based on
the ratio of the expected usage and the cost ahbapares at hand is investigated by
(Robert, 1980). Furthermore, the problem of fi@gair kits which is providing spares
and the tools for the repairing has been studieMamer & Smith, 1982).
Management issues discuss about maintenance imyeméosy broadly. This
comprehensive discussion starts from non-techasgécts based on (Moore, 1996):
* Reliability;
» Capacity objectives;
» Systematic strategy;
* And continues to technical aspects including:
» Control-based forecasting;
* Maximum likelihood estimation (Foote, 1995);
* Recursive methods to obtain probability distribntiof machine down
times (Gupta & Srinivasa Rao, 1996);
* Population models to group parts;
* Optimization models (M. A. Cohen, Kleindorfer, & ¢,21986), (M. A.
Cohen, Kleindorfer, Lee, & Pyke, 1992), (Haneveld &unter, 1997);
» Categorization techniques such as ABC, fast mowitmgy moving and
non-moving (FSN) and vital, essential and desirgblED) to partition
parts and criticality factor evaluations like anayhierarchical process

(AHP) (Gajpal, Ganesh, & Rajendran, 1994);
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Replacement the items at the end of their pre-oeted interval is a simple
maintenance policy. The age replacement decisisrbban investigated for a system
with a single component subjects to a random fai(ilichael & Derek, 1996). Also
this decision-making has been tried for extendedetsowith many identical units by
use of the optimal stocking policy. This policy kéts from Barlow-Proschan age
replacement policy that is supported by the optifsab) inventory policy (Zohrul
Kabir & Al-Olayan, 1996).

Multi-echelon problems deal with where to placerspaarts. (Muckstadt, 1973)
Introduced the MOD-METRIC system. This system duaiees the stock level
according to two different factors:

* Minimizing the expected backorder cost of the eratlpct;
» Using the average re-supply time for the end prgduc

Also two-level inventories’ stock level can be mized by using heuristic
methods (Vrat, 1984). It is a fact that number twicking policies depends on the
number of the stocking points or levels, so a bnaaed bound algorithm to find an
optimal policy is useful (M. A. Cohen et al., 1986892). In field service management
the goal is to find a proper way to prioritize @maers. In order to achieve this goal,
multi-echelon problems can be implemented whelesed queuing network model is
used to balance the high service rate to the cus®nmvhile minimizing the cost of
holding down the spare parts (Papadopoulos, 19Bi&. influence of the limited
repair capacity on multi-echelon repairable itemeimory systems has been studied
by (Diaz & Fu, 1997) that considers different repdistributions where demand for

spare parts are generated as Poisson or compoussbidistribution.
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The repair distributions are as the following:

» Single-class exponential: Single server with expbadly distributed
service time.

» Single-class general: Single server with serviogetthat is governed by
some general distribution.

» Multi-class general: Multi servers with service éirthat is governed by
some general distribution.

However, the authors recommended that using théldobinomial negative
distribution improves the accuracy of their model.

In order to determine the lower and upper boundsltithocation and multi-
period inventory systems have been studied. Therddeund determination is based
on Lagrangean decomposition and an upper boundasedoon dual relaxation
(Karmarkar, 1981).

Spare parts are retained in inventory as an inseraagainst the machine
downtimes because downtimes are expensive andgsiaogethe spares from suppliers
can be very time consuming. Obsolescence is agmobdr parts that are used rarely.
The obsolescence cost is usually considered astafpaventory holding cost and
specifically contributes to those types of spareewn as insurance which have a
high probability of not being used during the sgstéfetime (Karmarkar, 1981,
Kennedy et al., 2002). The effects of obsolescamnestudied in an EOQ model which
states that ignoring the cost of being obsoletessraall as 20% would lead to an

average increase of 15% in the inventory cost (@elil& Van Oudheusden, 1996).
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The ability to repair failed parts and enter thenthe inventory system can be
examined via repairable items. The demand for #éneiceable stock can be analyzed
with two different Poisson processes, one for rede items and the other for non-
repairable items (Allen & D’Esopo, 1968). Readyerat a fraction of time that the
customer back orders are zero can be used instexgected backorder. The problem
of inventory allocation among main assembly and-asgemblies can be solved by
using three methods (Silver, 1972):

* Dynamic programming;
* Marginal allocation (maximizing the ready rate);
* Lagrange multipliers;

Backward dynamic programming with a joint probdbildensity function for
both the demand and return can be used to calcthateoptimum repair level,
purchase level and scrap-down-to level (Simpsory8L9A queuing analysis is
implementable for the repairable inventory of aaiemlepot. The system service is
calculated by availability, which is the probalyilithat the spare inventory is not
empty (Gross & Ince, 1978). The optimal level ofantory for repairable spare parts
can be studied subject to budget constraints (KoklRasquier, 1981).

The main problem of spare parts inventory and saldsat they have low level of
inventory turnover which is commonly about onewwo times per year. This low rate
leads to an obsolescence of 23% of the whole iovgr(G. P. Cachon & Netessine,
2006). The obsolete parts are no longer can bewbich tides up with high cost of
holding and warehouse. (Van Jaarsveld & Dekker12@halyzed obsolescence of

service parts in a practical environment. The agthwoposed a method to estimate
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the risk of obsolescence of service parts usingbtteavior of identical parts in the
past.

Spare parts management for some sort of specialscdaas been studied by
different researchers. These special problems sbogisome rare conditions which
can be listed as the following:

* Regular and emergency orderings, spare parts ateremt at regular
intervals and kept for emergency failurs (Kaio &akis 1981);

» Effects of job lateness on the optimum repair pgntsviding repair kits
based on cyclic queue without the assumption di binilability of parts
(Gross & Ince, 1978);

 Random number of parts, where the number of partsetreplaced is a
random variable (Bruggeman & Van Dierdonck, 1985);

* Replenishment at the ends of phases, where partseptace based on
time-based maintenance (Vujossevi'c, Petrovi'c,&Born, 1990);

» Spare parts management for equipment with schedub&dcontinuous
usage, where systems of equipment are used onaalipescheduled basis

instead of continuous usage (Bridgman & Mount-Caatiph993);

3.4. SPAREPARTS CLUSTERING AND DEMAND

Optimization problem related to inventory managemeciudes consideration of
inventory costs, and service level by selectingitery control parameters, allocating

control resources and purchasing decisions. Far gghipose, item classification is
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very useful. Classification of spare parts is amseatial part of the inventory
management because it affects the methods of tmarte forecasting and inventory
control policy (Huiskonen, 2001) (Boylan, Syntet&s¥Karakostas, 2006).

Spare parts for industrial maintenance can be ifileddy Vital, Essential and
Desirable (VED) (Gajpal et al., 1994) whereas camesugoods are classified in
Pareto’s graph with categories of high, medium kwd values (ABC) (Silver et al.,
1998).

In another classification, spare parts are categdriinto three categories of
intermittent, slow moving and smooth by (William$982). His work has been
resumed by (Eaves & Kingsman, 2004) and categoiizedore details into smooth,
irregular, slow moving, slightly intermittent andghly intermittent. The effective
classification can simplify and optimize the invamyt policy. For instance, (R. Q.
Zhang, Hopp, & Supatgiat, 2001) by using a modi#&2IC classification reduced the
cost of inventory by 30%.

The most commonly used classification method isABE classification which
is useful where materials are fairly homogenous differ from each other by unit
price or demand volume. However, the ABC clasdifica is a one-dimensional
method that is not suitable for control policieshngeveral factors. In this case, multi-
dimensional classifications are useful. (Duche$ayi, & Levy, 1988) introduced a
two-dimensional classification method which comBingventory cost and part
criticality as a criteria. (Flores & Whybark, 198troduced a multiple-criteria
classification method. (M. Cohen et al., 1990) usedeneral grouping method.

(Petrovi'c & Petrovi'c, 1992) developed a heuristiassification model based on
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several factors like availability of the systensegtiality, price, weight, the volume of
the part, availability of the parts in the markaatd the efficiency of repair. (Gajpal et
al., 1994) improved the criticality analysis of thpare parts in the classification by
using the analytic hierarchy process (AHP).

The life cycle of the spare parts is affected lnysfied goods life cycle. Their life
cycle can be divided into three phases of initrayymal or repetitive and final
(Fortuin, 1980). Therefore, the demand for sparéspiepends on finished goods, and
following factors would affect it (Fortuin & MartjriL999):

» Size and age of the final products (sales, runfiegf, installation base,
etc.);

* Products maintenance characteristics (preventoegctive, etc.);

» Parts characteristics and their defects (weardaatj aging, etc.);

Demand for spare parts is volatile and unpredietasd demand forecasting and
inventory management is very challenging (W. Wan§yitetos, 2011). Demand for
Sspare parts arrives in irregular time intervals amith variable quantities. This
characteristic can be evaluated by two followingtdes (Prof. Maurizio Faccio,
2010):

1) ADI - average inter-demand interval: average irderbetween two
demands of the spare part;

2) CV - coefficient of variation: standard deviatiohtbe demand divided by
the average demand;

According to changes in values of ADI and CV, faypologies could be

assumed (Ghobbar & Friend, 2003):

73



‘ *Slow Moving | £ e Intermittent
—

‘ 0 ADI=1.3
| N
-/

Cv=0.49

S—
e Erratic N\ e Lumpy
NS //

‘ ]

Figure 9 Patterns for the characterization of pere parts demand

» Slow moving or smooth: They have low rotation @&8I1=0 & CV=0);

* Intermittent: They have sporadic demand, which rmdahere are a lot of
period without demands but variability of the demhaguantity is low
(ADI=1.32 & CV=0);

» Erratic: The variability of the demand quantity iggh but the interval
time periods are constantly distributed (ADI=0 & €0/49);

e Lumpy: They have high variability in both demandaqtity and interval
times (ADI=1.32 & CV=0.49);

However, two additional factors should also be desd in this categorization,
which are cost and criticality. The cost of purehasd maintenance and the criticality
based on the risk of not completing a process ihassigned to equipment, are
classified into low, moderate and high (Ben-Dayaffiaa, & Raouf, 2000). Spare
parts demand is mostly intermittent or lumpy whitieans it occurs after a long
variable periods without demand. The lack of péeésls to high losses, and demand
forecasting can decrease the loss. The demandagiieg is necessary for inventory
control and planning, although it has some errtusv¢, 1979). Many forecasting

methods as uncertainty reduction methods have deeised that may perform well
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when CV is low, but they perform poorly when demasdumpy or intermittent.
Lumpy demand for spare parts has been observeifémedt industries such as the
automotive industry, durable goods spare parts imcradt maintenance, and
telecommunication systems. A classical referencedémand forecasting has been
provided by (Wheelwright & Hyndman, 1998) and atedl literature review has been
provided by (Boylan et al., 2006) for last fifty ams. According to (Prof. Maurizio
Faccio, 2010), many different forecasting methoalgehbeen introduced in literatures
such as Single Exponential Smoothing method (SE3yston’s method (CR),
Syntetos-Boylan Aproximation (SBA), Moving Averageethod (MA), Weighted
Moving Average method (WMA), Additive Winter methddW), Multiplicative
Winter method (MW), Bootstrap method (BT), Autoreggive and Moving Average
methods (AMA), Poisson method (PM), Binomial meth@M), Grey Prediction

method (GM) and Neural Networks (NN).

BM, 1
PM, 1

WMA, 2

Figure 10: The usage frequency of forecasting nuthio spare parts related literatures
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One item which is important for the demand fordoasts the determination of
the time bucket. The shorter time bucket resultsaimore intermittent demand.
Several comparisons have been performed to setepeptime buckets. It can be
monthly (Eaves & Kingsman, 2004) (R. Teunter & Damc 2008) or weekly
(Ghobbar & Friend, 2003) and even daily (Gutier®alis, & Mukhopadhyay, 2008)
and the issue of choosing the time bucket has e kiscussed in the literature.

Methods used to forecast the demand and the optinva@ntory level are
determined using mathematical and operations relseaethods (Aronis et al., 2004).
One of the most accurate methods for forecastinpasSingle Demand Approach
(SDA), which computes mean and variance of the dentaring lead-time by use of
three random variables. (Krever, Wunderink, Dekl&rSchorr, 2005) listed these
random variables as follows:

1. Amounts demanded during lead-time;
2. Time intervals between demands
3. Lead-time;

Classical methods of demand forecasting like expt@lesmoothing are being
used frequently for routine stock control systemBiclv have large number of
products. But for low demand items with intermittdemands, they are erroneous that
result in an excessive inventory right after thended occurs and lower before the
demand occurs, but can be modified by separatitijm&son of intervals (Croston,
1972). A proposed correction (A. A. Syntetos & Byl 2001) is known as the
Syntetos-Boylan Approximation (SBA) method. Sevexade studies have been done

to establish the superiority of the SBA, Croston @louble exponential smoothing
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techniques (Eaves & Kingsman, 2004, Ghobbar & ie2003). Moreover, other
more complicated models have been developed fodehgand forecasting including;
bootstrapping technique together with autocorrehaf{MWillemain, Smart, & Schwarz,
2004), bootstrapping with regression analysis (Hiaang, Yang, & Tan, 2006),
neural networks (Gutierrez et al., 2008) and Enédrituzzy Neural Network (EFNN)
method which uses the fuzzy logic method togethién the Analytical Hierarchical

Process (AHP) and Genetic Algorithm (GA) (S. Li &ud 2008). Some inventory
models known as reactive (Santoro, Freire, & oth@@08) do not use directly
demand forecasting, and even for those models, diumeterm demand forecast is
needed.

Demands for spare parts can also be more and meoeztain. The main reasons
that cause this uncertainty are categorized into gmoups of quick changes in
customer’s preferences (for example in fashion stryudemand for a specific color
changes dramatically from time to time) and theitire of the supply chain (that
means by moving to higher levels of supply chaim plattern of the demand will be
more uncertain). This effect or phenomenon is knasrBullwip effect and several
factors like erroneous demand forecast, long leads, supply shortage and backlog,
price variations, etc. cause this effect (IngemiBmaite, & Christopher, 1995, Lee,
Padmanabhan, & Whang, 1997). One of the most impbifiorms of the demand
variability is the simultaneous increase of theemwory level and decrease of the
customer services, the supply chain management ofystem with similar
characteristic which has multi-echelons has beesesiigated by (Kalchschmidt,

Zotteri, & Verganti, 2003). Spare parts demandni®rimittent, also called lumpy,
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sporadic and erratic. It is characterized by infiesti demands, often of variable size

with irregular intervals. Hence, researchers prdfermodel demand from two

perspectives, i.e. the demand size and inter-artivees (Aris A Syntetos, Babai, &

Altay, 2012). In this situation, the use of compdutmeoretical distributions that

factors in the size-interval combination is verypeagling. If time is considered as a

discrete variable, demand arrives as a Bernouticgss with geometric inter-arrival

distribution. If time is considered as a continuowmiable, demand arrives as a

Poisson process with exponential inter-arrivalrdbstion. In order to model demand

for spare parts various distributions have beerd userepresent time intervals and

demand size. Most commonly used distributionstardtures are listed as follows:

The compound Poisson distribution which is a coratiam of a Poisson
distribution for demand occurrence and a geomatigtribution for
demand size, known as Stuttering Poisson (D. Ja@®r, 1969), (Ward,
1978), (Watson, 1987);

The combination of a Poisson distribution for dethaecurrence and a
normal distribution for demand sizes (Vereecke &sttmeten, 1994);

The combination of a Poisson distribution for dethaecurrence and a
logarithmic distribution for demand sizes, knownRagsson-Logarithmic
process that yields a negative binomial distribut{dlBD) (Quenouille,
1949);

The gamma distribution as the continuous analoduieo NBD which
covers wide range of distribution shapes (Burgh3), (Burgin & Wild,

1967), (Johnston, 1980);
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* The combination of a Bernoulli process for demamduorence and a
Logarithmic-Poisson distribution for demand sizksown as log-zero-
Poisson (Kwan, 1991);

* The combination of a Bernoulli process for demamrduorence and a
normal distribution for demand sizes(Croston, 19{@joston, 1974);

* The Poisson distribution with unit-sized transaasi¢Silver et al., 1998),

(Friend, 1960);

3.5.INVENTORY SYSTEMS AND GAME THEORY

The first application of Game Theory, cooperativel aon-cooperative games
goes back to (Von Neumann & Morgenstern, 1953).p8uphain management has
both cooperative and non-cooperative interacticgtsvéen different agents, and the
cooperative games in supply chain management aledcanventory games.
Cooperative games can be categorized into detesticirand stochastic games that
(Dror & Hartman, 2010) studied through EOQ and Neamslor policies respectively.
The EOQ model is designed for multi-item orders akmbwn as the joint
replenishment game. The latter game is based asicllewsvendor policy and
known as the Newsvendor centralization game. Botthem have infinite repetition
and used for single-Stage and stationary problems.

The application of the Game Theory in productionl amventory management
can be divided into two groups; players determime ¢ondition of the market and

market equilibrium can be found by studying playérteractions, and another group
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which consists of individual players who competaiagt each other; decision makers
find the optimal decisions under these conditio@s (Vang, 1991). The author first

studied the application of static games in managerseience, then investigated the
discount game (both quantity and price discountthi@ buyer-seller environment.

Results showed that quantity discount is alwaysebdbr the seller. The rest of the
research focuses on Newsboy game for substitupatste with stochastic demand and
in the end the market of repeated purchasing ptedaccompared to the market of
consumer durable products.

In first category, the presented models look foe tmarket equilibria and
investigate the existence, uniqueness and stabilithe equilibrium and do not pay
attention to the optimal decisions for players.sTimethod is called Oligopolist theory
and reviewed by (M. Shubik, 1981, 1984, 2006, Mul$k & Levitan, 1980).

In the second category, the primary goal of the ef®ds to find an optimal
decision of the players and (Parlar, 1988) stanemtking on this theory by
considering two retailers who sell substitutabledoricts with random demand, and
their goal is to order an optimal number of pastentaximize their profits.

A recent literature review has been provided byo(D8: Hartman, 2010) that
reviews the implementation of the cooperative ganmesnventory management.
Similarly another survey is provided by (Fiestrageiro, Garcia-Jurado, Meca, &
Mosquera, 2011). According to the literature reagthere are four different game
setups:

* Players face deterministic demands and use econondier quantity

policies;
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* Players face stochastic demands and utilize sioigler Newsvendor
policies;

* Players face stochastic demands and use contint®uiew settings
including penalty costs;

» Players face stochastic demands with different ousthof game setup
regarding spare parts application including inéiorizon games, Erlang
loss formula and queuing systems;

Supply chain management and inventory managementeaefit from Game
Theory. In general, Game Theory can improve oiifglarteractions between different
groups who are competing against each other. Catperand non-cooperative games
are used to model several supply chains with siregld multi-period settings
(Chinchuluun, Karakitsiou, & Mavrommati, 2008), (B. Cachon & Netessine, 2006,
Leng & Parlar, 2005). Game Theory is a useful toostudy supply chains, it can be
used for decision-making where there are conflmtsnveen multiple entities. The
application of the Game Theory in supply chain ngemaent was first reviewed by
(G. P. Cachon & Netessine, 2006, Gerard P Cach083)2in which the authors
focused on different Game theoretical methods. @v&dimmer, 2007) reviewed the
application of the cooperative Game Theory to sygplin management. In another
survey paper by (Gerard P Cachon, 2003, Leng &aPa?i005), a review based on
classification of supply chain topics has been ied. Also, (Gerard P Cachon, 2003)
presented the literature review on supply chainlaboration with contracts.
According to (Leng & Parlar, 2005) numbers of sésdrelated to supply chain and

Game Theory have been doubled in last decade cechpaprevious decades.
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For instance, the Game Theory has been used tgzandétailed supply chains
(G. P. Cachon & Netessine, 2006) where cooperatiMEnon-cooperative games are
used to solve static and dynamic games. The existeh the equilibrium in non-
cooperative games has been studied. Generallynsaxée games have not been
considered for supply chain games and only nororah$ have been considered.

In order to investigate distribution systems wheugplier has finite or infinite
capacity (Dai, Chao, Fang, & Nuttle, 2005) GamedFriecan also be useful. In this
case a single period game between one suppliert@adretailers is considered.
Inventory control decisions can be made by retilesing Game Theory which
depends on the existence of the Nash equilibriutmethe pure strategy could not be
found, the Stackelberg method is implemented td fire optimal strategy in form of
the leader-follower game. Also, supply chain manag@ and inventory management
for substitutable products with stochastic demaadehbeen investigated (Avsar &
Baykal-Girsoy, 2002). An extensive survey for sypgiain games has been done by
(G. P. Cachon & Netessine, 2006) which basicalbk$ofor existence and uniqueness
of the equilibrium in non-cooperative games, howeliey developed different game-
theoretical techniques to study four types of gamelsiding:

* Non-cooperative static games;
* Dynamic games;
» Cooperative games;
» Signaling, screening and Bayesian games;
The goal of supply chain management is higher isnébwer costs and better

service quality and Game Theory is an effectivd toachieve this goal. In another
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review by (Leng & Parlar, 2005) supply chain garhase been investigated in five

areas:

. Inventory games with fixed unit purchase cost (idohg games with

horizontal and vertical competition among playarsyally as a single

period game).

. Inventory games with quantity discounts (wherelibger as a player has

an interest to increase the number of purchasetityiao benefit from

lower unit price).

. Production and pricing competition (efficiency dfet supply chain

depends on the production and pricing decisions revhgroduction
equilibrium can be found by using Game Theory amdirG@ot method
involving capacity decisions, service quality, pwotd quality, and

advertising).

. Games with specific joint decisions on inventoryhéne each player

should make two or more decisions at the same time)

One of the first studies of the buyer-seller intden in supply chain was

published by (Whitin, 1955). They examined a monigtio market position with

respect to the seller and discussed about the tometevel by using EOQ model

where demand was a linear function of price. Theumption of the market as a

monopolistic market compared to competitive mavkiditresult in different strategies

and number of research has been done by (Abad, &g, 1990), (Kunreuther &

Richard, 1971), (Susan X Li & Huang, 1995), (SuXahi, Huang, & Ashley, 1995)

about monopolistic markets. (S. X. Li et al., 1996)died the buyer-seller relationship
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in the market by constructing cooperative and nooperative operations which are
formulated as an EOQ inventory models with a Garneofy framework. In form of

non-cooperative game the seller acts as a leadgrbager is the follower, the

equilibrium of this game is consistent with theulesf the EOQ model.

In another scenario, sellers and buyers coopeoateaiximize their profits. The
comparison of results reveals that the total pagoftf the order quantity are higher in
case of cooperation and the sale price is loweother words the quantity discount is
more beneficial in the cooperative game (S. X.tlale 1996).

A supplier inventory problem is investigated by igseg two-person Game
Theory solution. The supplier utility function dfd game is set up from the side of the
supplier. This game has two players (supplier &tauer) that has no dominant
strategy and can be solved as a mixed strategyegmofMileff & Nehéz, 2006).

Multiple retailers who form a coalition place th@mt orders to a single supplier;
this interaction has been studied as a cooperg@wee which is the economic lot-
sizing game (X. Chen & Zhang, 2007). This game &ason-empty core when
inventory holding cost and back logging cost hawmedr functions. This approach is
investigated based on linear programming dualityctvinas an optimal dual solution
that contributes to an allocation as the coreirtilar research, an economic lot-sizing
game has been suggested between several retaiterknewn demand for a limited
period of time who can reduce their cost by plagowgt order (Wilco van den Heuvel
et al., 2007).

The contrast between cooperative and non-cooperagames has been

investigated by (Hart & Mas-Colell, 1997) which teta that non-cooperative games
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are strategy oriented methods while cooperativeegastudy the outcomes and decide
what is the optimal coalition to get the best p&ywfd distribute the cost among the
players while satisfying the non-emptiness of thieec

In order to study cooperative games in supply clmaamagement, the literature
can be divided into two categories of determinigitd stochastic including; the
deterministic joint-replenishment game (this gambased on an EOQ model) and the
Newsvendor centralization game (this game basicallgs on the classic newsvendor
setting) (Dror & Hartman, 2010).

The EOQ game first represented by (Meca, Timmerci@alurado, & Borm,
2004), where the cooperation between different dirms structured and the
proportional division method is used for the cdlication. The basic inventory model
is introduced and can be extended to more prectgehas an inventory model. This
method then followed by (Anily & Haviv, 2007). Thepnsidered an infinite-horizon
deterministic problem and showed that this gameno@msempty core where optimal
replenishment policy is determined by power-of-fpadicies. Also, (Dror & Hartman,
2007) studied inventory games and cost allocatibilewusing an EOQ model as an
inventory policy. Similarly (W Heuvel & van den PQ07) proceed to use this method
for economic lot-size games. This method applied @&omodel with a fixed time
horizon, known demand for a single item in a sitratwhere backlogging is not
allowed. (Guardiola et al., 2009) used EOQ gamegpfoduction-inventory games.
Joint replenishment can be addressed by the oppiave¢r-of-two policies, which was
introduced by (Roundy, 1985, 1986) and gives 98%i effectiveness as the ratio of

the lowest cost to the selected cost.

85



To study mentioned problem as a cooperative gain&h@ang, 2009) proposed a
general sub-modular setup by use of the Lagrandiaa and strong duality to
guarantee the non-emptiness of the core. In tleups there is one-warehouse with
multiple retailer inventory models and a joint cstction. Their goal is to find the
best replenishment policy that minimizes the casing) an infinite time horizon.

The (Q,r) games first introduced by (Bruce C HarimB94) were not concave
but it had non-empty core. The proof of having mompty core for a normally
distributed demand has been investigated by (Bd&tman & Dror, 1996). A cost
allocation for a centralized inventory who dealshwdifferent stores with in common
ownership is studied. Three major characteristitgshe game including stability
(existence of the core), justifiability (logicallaéon between cost and benefit), and
computability are satisfied during their analygiSerchak & Gupta, 1991) applied a
continuous (Q,r) model for a single-period invegitand proved that the total benefit
is higher in the case of coalition and they applitiferent methods of allocation
resulting that some stores are not satisfied whign share cost. (Robinson, 1993)
showed that the best cost allocation that Guptd isseot stable and they introduced a
new policy for allocation based on Shapley valueictvhis stable but needs
complicated computations in case of large numb@tayfers.

The Newsvendor game that considers different swwitssingle period demands
for single item has been studied (Bruce C Hartmarale 2000). There was a
centralized inventory system with holding and pgnebst, the allocation cost defined
by setting a centralized inventory cooperative garhih has non-empty core and the

existence of the non-empty core has been examineddémands with normal
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symmetric distribution and joint multi-variate naahdistribution (Bruce C Hartman
et al., 2000). Similar studies have been condutiedOzen, Fransoo, Norde, &
Slikker, 2008) assuming that where there are nurabbt warehouses and number of
N retailers, the retailers can order single proslaetd after their demands realization
they can change their demand. In this environméet d¢ost allocation between
retailers is investigated as a cooperative Newswegdme. A similar game has been
presented by (Slikker, Fransoo, & Wouters, 2005)emghtransshipment among
retailers modeled and the game has non-empty cegans players have incentives for
cooperation. Also there are several studies thawghe core of the Newsvendor game
is non-empty (Mdller et al., 2002), (Slikker, Frans & Wouters, 2001). (Muller et al.,
2002) proved that the Newsvendor game has non-eogugy for all kind of random
demands distribution. (Montrucchio & Scarsini, 2p@kamined the Newsvendor
solution for infinite number of retailers of singtem who attend a coalition and
proved the game is balanced and the core exists.

A general framework for the analysis of decentesizlistribution centers with
number of N retailer and one or more central lareihas been developed. The
demand is stochastic and when demand is unsatibigecktailer can use excess stocks
at other retailers or central location. A coopematiramework for the sequential
decision-making on inventory, shipping and cosbadtion is introduced which has
non-empty core and provide pure strategies baseNasth equilibrium (Anupindi,
Bassok, & Zemel, 2001). In this situation eachiletas an independent agent looks
for his own interest instead of the whole systeofiprCooperation can increase their

benefits but sometimes it conflicts with individumdnefits. The game studies possible

87



scenarios of cooperation and competition. The swlutonsists of three different
Stages of cooperation, cooperation-competition idyllorm known as coopetitive
(Anupindi et al., 2001). This solution has beeneagted by (Granot & Sosic, 2003)
where demand is stochastic for an identical itegarging that there is a three-Stage
decentralized inventory system where in the firdig8 before realization of the
demand, each retailer orders his initial inventienyel, then after realization decides
on the level of inventory that he wants to shard finally residual inventories are
allocated and transshipped for residual demandshenglrofit would be allocated.

Inventory centralization is not always beneficiaddait can reduce the total
performance. This idea has been studied by (AnugirBlassok, 1999) to investigate
a car manufacturer and its two outlets and commemihen it is more beneficial for
the manufacturer to consider outlets as one (derat@n) or consider them as
competitive dealers with independent demands. Theysinvestigates the effect of
lost sales in stock-out situation on manufacturefip In other words, they look for
what is the effect of market search in cooperatigeision-making. Market search is
the percentage of the customers who face unsatisfider at the local retailer and
search for the product at the other retailer. ®midhow that there is a threshold for
the market search and above the specific amoualitioo would result in loss of the
manufacturer or even total less payoff or benefitthe manufacturer and retailers as
the whole system. Generally, decentralized strategyld be more beneficial in case
of the high rate of market search.

In decentralized situation with stochastic demand can compete first and then

cooperate (Anupindi et al., 2001). It means retaimpete for transshipment while
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there is a non-empty core, then they cooperatettae@ is a pure Nash equilibrium
and core solution. In industries like oil and gastsr there are several inventory
plants that stock spare parts to support facilibpsrations. In this condition, risk
pooling and cost allocation by means of centralizentory solution can lead to
considerable savings considering ordering and hgldosts. Game Theory principles
are very beneficial for this allocation. The comgpan between centralized and
decentralized inventory of spare parts has beemigegd showing that centralized
system achieve more savings and five different @gugres of cost allocation have
been investigated (Guajardo &mqgvist, 2012).

The cost allocation in the context of repairablarspparts pooling has been
studied regarding two different situations. Firggrticipants cooperate in pooling
without having any self-interest, and in secondation they participate in the game
with interest of maximizing their benefits. Two atgies of core concept and Nash
equilibrium have been examined to investigate twiterdnt problems respectively
(Wong et al., 2007). The results show that in acdseooperation players can increase
their payoffs, also the game with imperfect infotima is studied which indicates that
having an agreement on downtime cost or servicel lean boost the required trust
among players to convince them to cooperate (Woag,£2007).

When cost of spare parts inventory is high, comgmopan reduce the cost of their
inventory by pooling their stock parts. This poglioan be defined as a cooperative
cost game which reduces expected joint holdingdowintime costs (FJP Karsten et
al., 2009). The suggested non-empty core gamepkcaple even for the companies

with non-identical demands, base stock levels ansintime costs. To be precise it
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investigates that there is a stable allocation evttiere is a non-identical demand and
base stock level or there is a non-identical dame ttost. When companies have non-
identical downtime costs along with non-identicaké stock levels or demand rate, it
is possible to have an empty core game.

The stability of pooling arrangements is the mainazrn of the cooperation, and
fair distribution of holding and downtime costs arggarticipants have been studied
by setting two different considerations; first Bosetting with fixed stocking level and
then for the optimized stock level (F. Karstenlgt2012). In both cases a stable cost
allocation has been provided which is equivalenthe result of the Erlang loss
system. Furthermore, some realistic consideratitlasye been considered as
assumptions including; demand with Poisson progemsect and immediate repair of
failed parts, full pooling, constant repair leaahi, and emergency procedure in case
of stock-out and infinite time horizon regarding tbong life time of the machines.

The cost allocation is defined as the core of e and five different methods
of cost allocations have been implemented, inclyidiEgalitarian which simply
assigns equal share to each player (Tijs & Drigs&686), Proportional to demand
which assigns the cost share for each player baséds demand proportion (Wong et
al., 2007), Altruistic which assigns the cost sh&e each player based on the
proportion of his stand alone share to the totatrehvhile they are all playing alone
(Audy, D’Amours, & Rnnqvist, 2012), Shapely value which allocate th&t @nong
players based on their marginal cost of enterimgctbalition (Wong et al., 2007), and
Equal Profit Method (EPM) which looks for stablesta@llocation with shares of as

similar as possible (EPM) (Friskothe-Lundgren, &nsten, & Rnnqvist, 2010).
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Companies who use complex machines need to stagldémand expensive
spare parts. Those companies can cooperate with ather to meet their demands.
The cooperation can be practiced by keeping their stock-points and let the others
to use them through lateral transshipment. A dishied total cost of spare parts
inventory is achievable and the distribution of @ntory costs among companies
would be determined by using cooperative Game hhemdels (F. Karsten, Slikker,
Houtum, & others, 2006).

A single firm can minimize its spare parts invegtaosts by use of proper
inventory management policies. In case of existeviceollective firms, the joint
inventory costs could be minimized by means of epation. A basic inventory model
with deterministic demands for spare parts has lpenided where several shops
place their orders to a supplier in a cooperatiammer. The savings of cooperation is
allocated between shops by means of cooperativee@dreory (Meca et al., 2004).

Among reviewed literatures, there are few papemt ttudied spare parts
inventory systems and Game Theory that can bellatdollows:

* Repairable parts: (Wong et al., 2007), (GuajarddRé&nqvist, 2012),
(FJP Karsten et al., 2009), (F. Karsten et al.2201

* Consumable parts: (Meca et al., 2004);

» Stochastic demand: Poisson process (Wong et a@7)2QGuajardo &
Ronnqgvist, 2012), (F. Karsten et al., 2012), Poisporcess/Erlang (FJP
Karsten et al., 2009);

» Deterministic demand: (Meca et al., 2004);
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3.6. SPAREPARTS PRICING

In some cases, number of spare parts is much l#ngarthe primary products.
Despite low number of spare parts sale (25% of tetzenue for most OEMs), they
stand for considerable portion of the supplierdifg¢40-50% of all profits for most
OEMSs). In this environment, the price of the pdress more effects on the profit
compared to the amount of sale or reduction in ypctdn cost.

It means the price of the parts is a main factar goofits. For instance, a
consumer durable product manufacturer increaseprdaft by 30% with only 2.5%
average increase of the products or an industgaipenent manufacturer benefits
from 35% increase in its profit by only 3% incressits price level (Marn & Rosiello,
1992). Also, consistent pricing will result in ettcustomer satisfaction and their
loyalty. The competitiveness of a company can bgraved by three major activities,
including decrease of cost of production; increafghe market share; and price
adjustment known as the pricing strategy. In otdeachieve a proper pricing strategy
three major fields should be studied including; cimg strategies, pricing
methodologies, and pricing tools. In a study forLAfrklift manufacturer three
pricing strategies have been investigated whichcast-based (uses the cost of the
part then adding the standard mark-up value alsmwvknas cost-plus or mark-up
pricing), market-based (it is based on the markBingness to buy the product or the
comparison with other competitors prices) and \ased pricing (the customer
decides on the value of the part and based onttietost of production and sale can

be adjusted). Eight different methods were usellidiicg; spare parts pricing method,
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market adaptation, discount policy, life cycle prgg; kitting, price elasticity and spare

parts competition and spreadsheet were used ad @udlbrand & Levén, 2012).

COMPETITIVENESS
OF A COMPANY

PRICING STRATEGY

MARKET SHARE

PRODUCTION COST

Figure 11: Competitiveness of a company influerfaators

Despite the possible profit potential of sellingasp parts, companies have
neglected the proper price adjustment. The empiresearch on spare parts pricing
shows that only less than 20% of the companies fibefnem systematic pricing
strategies (Zinoecker, 2006), (Hinterhuber, 200B)e consolidation of pricing,
production and distribution decisions in manufaciirenvironment has a potential to
improve supply chain efficiencies. A literature iew related to strategies that
combine pricing decisions with production and ineen decisions have been
provided by (Chan, Shen, Simchi-Levi, & Swann, 2004

An optimal control theory model has been develapedKim & Park, 2008) that
studies a company’s strategy to determine spars pace and warranty issues over
the decision time horizon, i.e. the product’'s ldgcle plus its end of life service
period.

A market of multiple firms that face price-depentjatochastic and substitutable

demand has been investigated by (F. Y. Chen, Ya¥a&, 2004). They proved that
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there is a pure-strategy Nash Equilibrium that wmhetees the joint pricing/inventory
decisions among the firms.

The simultaneous determination of pricing and inegn replenishment for a
single item in the face of an uncertain demandbesen developed by (Federgruen &
Heching, 1999). They analyzed a periodic reviewemery model in which demands
are stochastic and independent in consecutive geefimt dependent on the item’s
price.

Traditionally, OEMs have priced the spare partsetasn the upper limit of the
marketplace in which using cost-based pricing metti® tempting. This method
causes diminishing revenues and margins, customssatéfaction, increased
competition, and lost market shares, because dsléa a lack of understanding the
potential value of the parts (Vigoroso, 2005), GRllagher et al., 2005).

Spare parts consist of thousands of componentsdiferentiated pricing
strategies can be applied. One possible way ok mé&gmentation is to differentiate
spare parts prices based on the amount of congreti@@ompanies can update their
knowledge about how the spare parts are used andhe competitors enter to the
market through field engineering and customer sttpgccording to this concept,
spare parts are divided into three groups; non-ebitign, some competition and
heavy competition.

According to (Docters, 2003), the first step incprg spare parts is creating spare
parts matrix in line with part velocity (is how fabe spare parts move off from the
inventory) and proprietary position (is how unicare the spare parts means they are

inelastic when only one OEM exclusively providesrtt).
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Figure 12: Spare parts price matrix

Three major methods of spare parts pricing have lseggested by (Vigoroso,
2005). The first method is to categorize spare spédsed on complexity and
competition. Intuitively, the spare parts with hégh complexity and least competition
can have the highest prices. The second methde isansistency-oriented pricing. In
this method, spare are grouped into part famibesl value driver for each family is
defined and based on the value driver a pricingclag built. As the value driver
increases the prices increase. The third methdd gice spare parts in comparison
with a new product. The upper bound for repair achinery including the labor cost

and spare parts is about 50-70% of the new prosipcice.
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CHAPTER 4

4. RENEWAL COST VS. REPLACEMENT COST

4.1.INTRODUCTION

To investigate the profitability of spare parts iness, specifically in industries
such as automobiles, white goods, industrial magtes and information technology,
the research comes up with the idea of renewalvarsus the replacement cost. The
replacement cost of a product is defined as theentimarket price of the product and
the renewal cost of a product is the acquisitiost b spares to completely renew the
product excluding labor costs. Customers purchaseugts from OEMs and to keep
them in working condition, they replace failure fgawith spare parts. The price of
products and its spares are set by OEMs and oeanas looks for fair or sustainable
spare parts pricing via investigation of replacen@e  renewal costs. In this chapter,
these costs for some products with specific charestics as listed below are
calculated, and the ratio between the renewal auodtthe replacement cost as a scale
to evaluate the sustainability of the spare paiting is determined.

* High volume products;
* Products with lots of components;
* Products with a long lifetime;
One of the best products that can be fit in aforégmoeed characteristics is the

passenger car. In this chapter, first the procedtitee data acquisition for spare parts
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and costs calculation for two BMW car models (3&8K6) are described. Then the
same procedure is repeated for other similar coesymoducts and the ratio between

renewal cost and replacement cost are provided.

4.2. REPLACEMENTCOSTS

The replacement cost of products is defined asctlieent market price of the
product. The current prices for each vehicle hasenbacquired in two conditions.
First the brand new price (replacement cost) amuh e used vehicle price. The

prices have been determined based on the KBB veetisits as listed in Table 9.

Table 9: Vehicles prices

Reference BMW 328i BMW X6
KBB Price for used vehicle (average) $20,169.50 ,&00
KBB MSRP Price for new vehicle $43,995.00 $60,405.0

4.3.DATA ACQUISITION

In order to determine the price of the car andoasts, parts lists are collected

according to the procedure that is explained iaitlgt the Appendix.

4.4, COSTANALYSIS

After gathering information about parts lists fach vehicle, the price list for
each category or main group of vehicles has beeelaleed. The total price list

determines the renewal cost of each vehicle wisgrovided in following sections.
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4.4.1. RESULTS PERCATEGORY

The following sections provide an overview of th@lected data by dividing all
MGs into four categories which are Powertrain, Gigs/ehicle Body and Electrical

System.

44.1.1. POWERTRAIN

The vehicle’s powertrain incorporates the enginel System, exhaust system,
transmission system, gearshift, and drive shaftohisists of 10 MGs, 36 SGs, 77
SSGs, and 1,503 parts for BMW 328i and 10 MGs, @3,85 SSGs, and 1635 parts
for BMW X6. The detailed price list is listed in fla 10.

Table 10: Powertrain price list

BMW 328i BMW X6
Main Group SGs SSGs  Parts Costs SGs SSGs Parts Costs
ENGINE 9 27 873 $29,602.39 11 27 812 $33,761.14
ENGINE
ELECTRICAL 11 20 141 $5,124.17 9 13 125 $3,908.18
SYSTEM
FUEL
PREPARATION 2 4 76 $2,517.79 2 7 157 $5,475.42
SYSTEM
FUEL SUPPLY 3 5 125 $2,479.79 3 5 87 $3,086.12
RADIATOR 1 5 69 $2,102.53 1 8 116 $4,077.28
EXHAUST SYSTEM 2 4 115 $6,399.82 3 6 86 $7,843.75
ENGINE AND
TRANSMISSION 2 2 32 $514.56 2 2 29 $1,032.65
SUSPENSION
AUTOMATIC
TRANSMISSION 3 7 44 $10,337.60 4 8 116 $11,060.34
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BMW 328i BMW X6

Main Group SGs SSGs  Parts Costs SGs SSGs Parts Costs
GEARSHIFT 1 1 2 $201.82 2 2 17 $1,181.57
DRIVE SHAFT 2 2 26 $975.28 2 3 48 $2,301.49

TRANSFER CASE E-
VEHICLE 0 0 0 0 4 4 42 $4,599.73
TRANSMISSION

Total Results 36 77 1503 $60,255.7 43 85 1635 $78,327.67

441.2. CHASSIS

The chassis incorporates the front axle, rear astkgring system, brakes, and
pedals. It consists of 5 MGs, 28 SGs, 39 SSGs,7&6dparts for BMW 328i and 5

MGs, 32 SGs, 44 SSGs, and 976 parts for BMW X6. ddtailed price list is listed in

Table 11.
Table 11: Chassis price list
BMW 328i BMW X6

Main Group SGs SSGs  Parts Costs SGs SSGs Parts Costs
FRONT AXLE 2 6 141 $3,980.32 4 9 224 $10,938.62
STEERING 6 9 95 $5,670.65 7 10 128 $14,170.40
REAR AXLE 6 10 246 $8,521.11 7 11 316 $17,395.76
BRAKES 12 12 260 $9,230.76 11 11 288 $10,419.05

PEDALS 2 2 24 $279.93 3 3 20 $404.24
Total Results 28 39 766 $27,682.77 32 44 976 $53,328.07
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4.4.1.3.

VEHICLE BODY

The Vehicle body incorporates the bodywork, exteirgerior, wheels, and other

equipment. It consists of 7 MGs, 40 SGs, 116 S@64,3,233 parts for BMW 328i

and 7 MGs, 43 SGs, 118 SSGs, and 3328 parts for BMBWI'he detailed price list is

listed in Table 12.

Table 12: Vehicle body price list

BMW 328i BMW X6
Main Group SGs SSGs  Parts Costs SGs SSGs Parts Costs
WHEELS 4 4 169 $284214 5 6 76 $3,701.63
BODYWORK 10 27 772 $33,081.34 10 21 1161 $93,224.33
VEHICLE TRIM 18 58 1995  $26,805.39 19 63 1648 $51,883.46
SEATS 3 11 130 $12,84562 3 15 284  $21,875.33
?:'E)”E'D'\I‘SGR%?F',: 1 1 50  $143594 2 2 43 $3,057.76
EQUIPMENT PARTS 2 10 44 $484.71 2 7 44 $369.08
REShAnT 2 5 73 $243006 2 4 72 $2,501.88
Total Results 40 116 3233  $79,92520 43 118 3328  $176,703.47

4.4.1.4.

The vehicle's electrical

ELECTRICAL SYSTEM

system

incorporates thehiale cable harness,

instruments, lighting, heater and air conditioniagdio and communication systems,

sensors and control units. It consists of 7 MGs,S13s, 107 SSGs, and 1,107 parts 7
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MGs, 47 SGs, 133 SSGs, and 1460 parts for BMW X detailed price list is listed

in Table 13.
Table 13: Electrical system price list
BMW 328i BMW X6
Main Group SGs SSGs  Parts Costs SGs SSGs Parts Costs
VEHICLE
ELECTRICAL 9 62 582 $9,132.70 9 59 526 $13,389.73
SYSTEM
INSTRUMENTS,
MEASURING 1 1 3 $849.32 2 2 8 $2,491.10
SYSTEM
LIGHTING 6 8 133 $3,833.83 6 10 246 $6,380.02
HEATER AND AIR
CONDITIONING 13 16 195 $6,388.28 12 16 273 $11,405.76
AUDIO,
NAVIGATION,
ELECTRONIC 9 13 132 $4,118.40 12 31 273 $15,291.19
SYSTEMS
DISTANCE
SYSTEMS, CRUISE 2 4 39 $1,562.86 2 6 103 $2,683.13
CONTROL
COMMUNICATION
SYSTEMS 3 3 23 $1,212.85 4 9 31 $2,011.53
Total Results 43 107 1107  $27,098.24 47 133 1460 $53,652.46

4.4.2. TOTAL RESULT

The BMW 328i has 29 MGs, 147 SGs, 339 SSGs, armbgparts, and the total
cost of the parts of $194,961.96 versus BMW X6 Whias 30MGs, 165 SGs, 380
SSGs, and 7399 parts, and the total cost of ths p&i$362,011.67. In other words,
the renewal cost of each vehicle equals to thé ¢okt of the spare parts that are listed

in Table 14.
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Table 14: Total price list

BMW 328i BMW X6
Category MGs SGs SSGs Parts Costs MGs SGs SSGs Parts Costs
Powertrain 10 36 77 1,503 $60,255.75 11 43 85 1,635  $78,327.67
Chassis 5 28 39 766 $27,682.77 5 32 44 976 $53,328.07
Vehicle Body 7 40 116 3,233 $79,925.20 7 43 118 3,328  $176,703.47
Electrical System 7 43 107 1,107  $27,098.24 7 47 133 1,460 $53,652.46
Total 29 147 339 6,609 $194,961.96 30 165 380 7,399  $362,011.67

4.5. DEVELOPMENT OFTHE COSTSCOMPARISON

Based on this estimate of the renewal cost ancicepient cost of the chosen
BMW cars, it is evident that the renewal cost adsi products is excessively high.
The comparison of the replacement cost and renewest|for other types of products
with variety of brands, models, the replacement eosl number of parts helps us to
evaluate the sustainability of spare parts priddgerefore, in the following more
products are selected for the costs comparison.clibsen products for the study are
among following categories:

* Passenger cars;
* Motorcycles;

* All-train vehicles;
» Refrigerators;

e Lawn mowers;
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e Trimmers and edgers;
¢ Lawn tractors;
* Washers;

In Table 15 the comparison of the replacement andtrenewal cost for different
products are listed:

Table 15: comparison of renewal cost and replacéousi

BRAND MODEL Replacement cost Renewal cost Number of parts
X6 35i $60,495.00 $362,011.00 7,399
BUwW 328i $43,995.00 $194,961.00 6,609
Honda CB1000R $10,999.00 $42,443.00 2,227
YAMAHA V star 250 $3,990.00 $19,627.30 1,253
Suzuki RM-Z250 $7,399.00 $32,996.00 1,271
Honda TRX90X $2,999.00 $13,011.00 1,027
GSS20GEWWW $1,285.90 $5,785.75 240
cE GTS20ICNCWW $580.00 $2,589.00 105
SPCM1936 $209.99 $1,016.00 180
B&D NST2018 $59.99 $230.00 51
Craftsman 917272751 $1,614.99 $9,770.00 761
GE WCVH6800J $1,027.12 $7,332.50 162

Figure 13 shows the ratio between renewal cost@pldcement cost:

OFRLNWRAULIONO®

Figure 13: Ratio between renewal cost and replanenust
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The results show us the renewal cost of produdiggis and the ratio between the
renewal cost and the replacement cost follows taicepattern. The consistency of
this ratio states that most OEMs implement cosethas mark-up pricing to retrieve
the final price of spare parts. According to (Vigeo, 2005), cost-based pricing is
popular and most OEMs use this method for sparés pgatice setting. Despite
popularity of this method, it significant weak pwin(Hinterhuber, 2008, Kotler &
Armstrong, 2010, Nagle & Holden, 2002, Noble & Gaucl999). The main
disadvantages of cost-based pricing are undergriand over-pricing that leads to
lower-than-average profitability, and ignoring caetipveness of the parts in the
market. These factors are against the spare pacespsustainability as a long term
profitability of the OEMs without compromising camser loyalty and satisfaction.
This issue can be addressed in competition-baseithgpior strategic pricing that will

be discussed in the next chapter.
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CHAPTER 5

5. SPARE PARTS INVENTORY GAMES

5.1.INTRODUCTION

Supply chain management and inventory managementeaefit from Game
Theory. In general, Game Theory can improve oiifglarteractions between different
groups who are competing against each other. Catperand non-cooperative games
have been used to model supply chains with singlé multi-period settings
(Chinchuluun et al., 2008). Game Theory is a ustsiol to study supply chains, for it
can be used for decision-making when there arelictmbetween multiple entities.
For instance, it has been used to analyze detailggly chains (G. P. Cachon &
Netessine, 2006) where cooperative and non-coopergames are used to solve
static and dynamic games. The majority of relatadiss focus on the existence of the
equilibrium in non-cooperative game.

Game Theory is the logical analysis of situatioh<anflicts and cooperation,
such situations can be defined as a game in wlithf{in, 1993):

» There are at least two players;

» Each player has a number of possible strategies;

* The strategies chosen by each player determineutitceme of the game;
» Associated with each possible outcome of the gasna collection of

numerical payoffs, one to each player;
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Game Theory studies how players should play ralipiased on set strategies
and try choosing an action that gives them maximpmofit. Game Theory is
categorized into non-cooperative and cooperativeega Non-cooperative games use
the notion of equilibrium to determine rational cwnes of the game. Most common
related concepts are Nash Equilibrium, dominanatsgyy and sub game perfect
equilibrium, which are defined as the following:

* Nash Equilibrium: chosen strategies by the playare in Nash
Equilibrium if no player can benefit by unilatesalchanging his/her
strategy;

* Dominant strategy: dominant strategy results in lighest payoff no
matter what the strategies of the other players are

* Sub game perfect equilibrium: in extensive formateigies are in the sub
game perfect equilibrium if they constitute a N&sjuilibrium at every
decision point;

In cooperative games, groups of players or all iid players form binding
agreements to make coalitions. In cooperative gachetermination of the solution
concept depends on satisfying sets of assumptiosvik as axioms. The most
common axioms are:

» Pareto optimality: the total utility allocated teetplayers must be equal to
the total utility of the game;

* Individual rationality: the utility of each individhl in coalition must be
greater than his utility when playing alone;

» Kick-back: the allocated utility to each individualst be non-negative;
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* Monotonicity: the allocated utility to each playgrould increase when the
overall utility increases;
According to definite assumptions, spare parts ntwg games in the form of
normal, cooperative and non-cooperative, non-zarm;s evolutionary, and
competitive fringes will be investigated. The prepd games will study the OEMs’

decision-making on spare parts pricing strategiregentory levels, batch productions

and re-manufacturing efforts.

5.2. OEM AGAINST MARKET

5.2.1. INTRODUCTION

Spare parts, for many companies producing durabbelucts, are the most
profitable function of the corporation. The OEM, & competitive and uncertain
aftermarket, can benefit from Game Theory to martfagespare parts inventory. We
study the spare parts inventory game as an N-persofzero-sum single-shot game.
Our game is restricted to a two-person (the OEM #wedmarket), non-cooperative
game setup. The market can be considered as aasoniag entity whose strategic
choices affect the payoff of the OEM, but which hasinterest in the outcome of the
game. This is modeled as the game against natuch wieans the OEM plays against
the market. In our game, the OEM decides on hisingistrategy (in a competition
against will-fitters to absorb more customers) @mel order-up-to stock level. The

OEM'’s inventory level strategy does not have a dwami level therefore the game has
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a mixed strategy solution. The solution of the rdixtrategy determines the optimal
strategy of the OEM to maximize his payoff in thigeamarket business. In other
words, the theory of games in our spare parts itovgrproblem provides the optimal
pricing strategy and the expected payoff distrdnuiin relation to the expected market
demand, and the OEM chooses his level of inventaity respect to the probability of

the market’s demand.

5.2.2. INVENTORY GAME, OEM AGAINST NATURE

This game investigates spare part inventory proldsman N-person non-zero-
sum single-shot game. In order to achieve this,gbel problem is restricted in two-
person (the OEM and the market), non-cooperativeegsetup. The game has been set
up from the OEM viewpoint, which means the solutmnthe game gives him the
maximum payoff or minimum loss.

It has been assumed that the game is a non-comeegaime and the market is
unkind and chooses hostile strategies. In spate pauck control literature, it has been
considered that the parts’ failures are random taedPoisson process with constant
failure rate represents spare parts demand. A meakstic modeling assumption
declares that failure rate during the product® Bpan varies and it is not constant
over the product life cycle and post product lijele. This consideration justifies the
non-stationary Poisson demand process assumptispée parts. The OEM knows
the demands for spare parts arrive as a non-séaidPoisson process, but he is not

aware of the exact distribution of the failure mgity factors and can only forecast the
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bounds of the intensity factors. Also, the saleceorchanged by the OEM in
comparison to the will-fitters sale prices has afiluence on the demand intensity
factors which is estimated by the OEM.

We consider the market as an unreasoning entitysavistrategic choices affect
the payoff of the manufacturers, but which hasnterest in the outcome of the game.
The aforementioned characteristic of the markeblesaus to consider the spare parts
inventory game as a game against nature. Literatatated to this includes:
(Chinchuluun et al., 2008, Dror & Hartman, 2010,ddet al., 2004, Mileff & Nehéz,
2006), but none of the research discussed thecapiplh of the game against nature in
the spare parts inventory management. One of tkentestudy related to the
application of the game against nature in the exgratdecision-making is provided by
(Beckenkamp, 2008). The author discussed the pkygilcal aspect of decision-
making in games against nature where the selettattgies improve the effects of
Minimax-strategies in the cases of risk-aversiomur study we model the spare parts
inventory management as a game against nature wiealms the OEM competes with
will-fitters on the sale prices, at the same tinegymg against the market to optimize

spare part inventory levels.

5.2.3. THE MARKET DEMAND

Spare parts demand is intermittent or lumpy whicans it often occurs after a
long variable period without any demand. The latlparts leads to high losses for

suppliers, and demand forecasting methods canatetbe loss. Demand forecasting
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is very important, although it has some errors @,01979). (Wheelwright &
Hyndman, 1998) introduced a classical method fonated forecasting and (Boylan et
al., 2006) has provided a related literature revemwering forecasting over the last
fifty years.

In our inventory game we assume that the OEM Imaisdd information about the
market’'s expected demand. The OEM knows that dem#ordspare parts arrive as a
non-stationary Poisson process with varying failates or intensity factors, but the
exact distribution of these factors over the tisiyaat observed and only the upper and
lower bounds of the intensity factors are foreahste

In the aftermarket business, other than the OEMirariginal manufacturer,
there are other low cost manufacturers, known dditters, who can manufacture the
same parts and deliver them to the market. Basedthensale price of the
manufacturers, the total demand for the spare palitbe allocated among suppliers.
In other words, manufacturers compete with eaclerobim their sale prices to absorb
more customers, so the sale price is a decisiaabtarfor the OEM to optimize his
payoff in the aftermarket.

Original parts may face failure because of defacid aging, and once they falil,
demands for spare parts will arise. Due to thermmtéent and slow moving
characteristics of spare parts demand, we congiedemand for spare parts as a
Poisson process. A Poisson process with an injeradtor or rate of(d) is a
stochastic process in which the inter-arrival tidigribution is exponential with mean
time of (u = 1/A) and the arrival distribution is Poisson with tlaerof (A). If A is

constant over time, the process is a stationargdeai process and whéh) changes
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over time, the process is a non-stationary Poiggoness. In the case of spare parts
management, the rate of demand depends on threéersfaguality, usage and
maintenance, which are not constant over time.itimélly, we can assume that the
demands are a non-stationary Poisson process chwine demand rate is a function
of time A(t).

In this study, we assume that the OEM introducegw product to the market
and he wants to forecast demands for spare partheinnext future. The OEM
considers that there are two major phases of tiggnat parts failure: the initial phase
(introduction phase) and the repetitive phase (grpwaturity and decline phase).
Figure 14 graphs products in the market and denfanthe spare parts during the

product life span for automotive electronics indyginderfurth & Mukherjee, 2008).

Amount Product Life Cycle Post Product Life Cycle

Demand for spare parts

Time
[ Introduction Pha% Repetitive Phase >

Figure 14: Demand for spare parts distributionmyproduct life span

Modified from (Inderfurth & Mukherjee, 2008)
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Demands for spare parts arrive as a non-statioRargson process with two
levels of intensity factors:

« Upper bound or(Aypper): The repetitive phase of the original parts
consists of the period right before the end ofdhiginal production and
post product life cycle as the repetitive suppwtich has higher failure
intensity;

» Lower bound ofA;ywer): The initial phase of the original parts considts
the period right after the introduction of the ama products to the
market as the initial support, which has loweruaglintensity;

Regarding the competition among the OEM and wilefs based on the sale
prices, and the demand intensity factors, the Wollg parameters are known by the

OEM which is listed in Table 16:

Table 16: The market demand

Variable spare part sale price Upper bound demandate Lower bound demand rate

Cs Aupper Alower

5.2.4. THE OEM COSTFUNCTION

The OEM strategies are determination of the sate@nd the spare parts stock
level in the order-up-to level inventory. The pdyof the OEM is the profit of the
OEM (Kpg) which is the difference between the cost of préidacand inventory(Ky,)
and the revenug¢Ky) which attained by selling spare parts. (&) be a random
variable and Pr{X=x} determines the probability thiae random variabléX) takes on

a specific value(x) from some unspecified probability distribution. eTlexpected
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value or mean of the random varial{€) is equal to E[X] that is calculated in

Equation (37):

[oe]

E[X] = Z x Pr{X = x}

(37)
As it was mentioned in the last section, we asstiraethe demand arrives as a

Poisson process. The Poisson distribution is goyeBquation (38):

3 (}\T)Xe—AT
h x!

p(x)
(398)

Where the mean E[X], from Equation (37) is found&(AT). It is assumed that
() is the average annual demand for spare partsedanténsity factor andT) is the
average lead-time measured in years. The origthe&ingle-item inventory theory is
a queuing theorem of Palm’s (Sherbrooke, 2004théf demand for an item is a
Poisson process with an intensity factoKXf and if the lead-time for each failed unit
is independently and identically distributed acaogdto any distribution with mean
(T) years, then the steady-state probability distidvubf the number of failure units
in the lead-time has a Poisson distribution withaméAT). The most common
inventory policy for low demand, high cost repalealiems is the order-up-to level
policy that is a one-for-one policy with a stockéé of (S) and re-order point of
(S—-1).

There are two principal measures of item perforradijcthe fill rate which is the
percentage of demands that can be met at the twye dre placed, and (ii) the

backorders which is the number of unfilled demathdé exist at a point in time. The
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expected fill rate and number of backorders aremagative quantities, and they are
calculated as Equations (39) and (40). Moreoves, dkpected number of parts in
inventory is derived as Equation (41).

Expected fill rate:

S-1

EFR(S) = Z PrX = x}
x=0

(39)

Expected backorder:

EBO(S) = (x—S)Pr{X =x}
x;d

(40)

Expected inventory:

S
EI(S) = ) (S—x)Pr{X =x}

(41)

The goal is to reach a low level of the backordea tigh level of fill rate with
minimum investment on inventory. We must calcultte cost of production and
inventory, as well as the revenue from sellinggheducts. Equation (42) gives us the

cost of production and inventory:

Ky = ¢p X S+ p X EBO(S) + h X EI(S)
(42)

Equation (43) gives us the revenue of selling pctetu

Kr = ¢s X D X EFR(S)
(43)
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Equation (44) gives us the OEM payoff:

Kg = Kgr =Ky (a)

As we can see the cost of production and invendémry the revenue of selling
products are functions of the sale price and irugnkevels, which are the strategic
actions of the OEM. Moreover there are differentapzeters that affect the cost of

production and inventory. The parameters in Equa#®) and (43) are listed in Table

17.

Table 17: Cost of production and inventory paramsete

Notation Parameter definition
D Demand (in units per period)
S Spare parts inventory level (in units)
Cp Variable cost of production (in dollars per unjt)
p Penalty cost (in dollars per unit per period
h Holding cost (in dollars per unit per period)
[ Sale price (in dollars per unit)

5.2.5. THE GAME SETUP

Game Theory is applied to determine the sale @intkthe spare part stock level
for an OEM who manufactures single-item spare p&deps them in inventory with
order-up-to level inventory policy and sells theonthe market. The game is set up
between the OEM and the market and the solutidgheoffame maximizes the profit of
the OEM in the buyer-seller environment. The gamae lbeen set up from the OEMs
perspective, which means the solution of the gaiweschim the maximum payoff or
minimum loss. In order to achieve this goal, thebpem is restricted to a two-person,

non-cooperative game setup. Players choose thategies simultaneously and the
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game is a static game that can be modeled and dsddye finding the Nash

Equilibrium. This configuration requires the followg assumptions:

Players play simultaneously;

The OEM possesses the information of the origimatspfailure rates and
can predict the allocated demand rates includimg tipper bound
intensity factoA,pper) and the lower bound intensity fact@ioye,)with
respect to his selected sale price;

The market as a nature has two choices of Poissmegs demand types
with upper and lower bounds intensity factors;

The probability that the market plays with loweubd demand i$P) or
P(MarketPlower);

Respectively the probability that the market playgh upper bound
demand would bél — P);

The OEM has several strategies which are ordecupventory levels (as

discrete numbers) that varies from 1 to N;

The game setup can be shown in strategic or miatn®. Table 18 gives us the

information of the game setup in the matrix fornmisTmatrix known as the payoff

matrix and the value of each cell is the payoff@eM:

Table 18: The payoff matrix of inventory game

Market (Nature)
D D
Order-up-to level fower vopet
E Sl KB(S.Lleower) KB(SlxDuppeb
SN KB(SNvDIower) KB(SN:Duppeb
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Regarding the probability of market decision-makiRgMarketPlower) —the

expected utility of the OEM will be calculated frddgquation (45):

EX(OEM') = P(MarketPlower) x U(OEM', MarketPlower) + P(MarketPupper)
x U(OEM!, MarketPuprer) i: order — up —tolevels=1,...,,N

(45)

Equation (46) tells us that the total probabilifynmarket decision-makings equals

to 1.

P(MarketPlower) + P(MarketPupper) = 1
(46)

The investigation of the payoff matrix declaresréhiss no dominant strategy in
this game that leads to lack of a pure strategyerdfore, the game has a mixed

strategy solution, which depends on the probahilitthe market's demand.

5.2.6. THE MIXED STRATEGY SOLUTION

In Game Theory, a game has a mixed strategy solutioere a player has to
choose his/her strategies over available sets afadle actions randomly. A mixed
strategy is a probability distribution that assigosach available action a likelihood
of being selected. In 1950, John Nash proved theth game (with a finite number of
players and actions) has at least one equilibriemtgknown as Nash Equilibrium.
This saddle point exists whenever there is a domistrategy. In this game this can
be explained based on the OEM payoff matrix whéweret is a specific level of

inventory for the OEM that satisfies Equation (47)case of existence of this specific
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level of inventory, the selected inventory levelulbbe the dominant strategy for the

OEM:

KB (Si*' Dlower) > KB (Si , Dupper)

KB (Si*' Dupper) > KB (Si 4 Dupper)
A S &i
(47)

In the decision-making problem, since there is amiciant level of inventory the
OEM is making a choice between different alterredivif the payoff for each
alternative is known, the decision is made undesac#y. If not, the decision is made
under uncertainty. The major solution for decisiamsler uncertainty and risks are
expected utility (EU) and subjective expected wti[SEU). Given a choice of an
action and different possible payoffs in naturelJSE calculated by multiplying the
payoff for each option by the subjective probaigitit The decision maker chooses an
action with the highest expected utility. The sebje expected utility (SEU)

determines the inventory level for the OEM.

5.2.7. NUMERICAL STUDY

In order to demonstrate the decision-making of@&M based on the implication
of the game against nature and the mixed stratelggien, we consider a single-item
spare part inventory game. The sample parametemiospare parts management

system are listed in Table 19. Also we assumetkimaverage lead-time T equals to 1.

Table 19: Parameters of the sample spare parttiomen

Notation Parameter value

D Diower: Ajower & Duppei Aupper
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Notation Parameter value
D Diower: Atower & Duppei Aupper
S Decision variables (1 to 10)
Cp 40
P 60
h 5
Cg Decision variables (90 to 130

As mentioned in previous section, the OEM decisiariables are the spare part
order-up-to level and the sale price. Demand faresparts arises when the original
parts fail, then the emerging demand would be atledt among the OEM and will-
fitters in the aftermarket business. The main fathat affects the allocation of the
demand among the suppliers is the spare part gake Ve assume that the OEM can
forecast the demand bounds (including the lowemndantensity factor and the upper
bound intensity factor) with respect to its salécer In Table 20 the forecasted

demand rates versus the spare part sale pricelepicted.

Table 20: Parameters of the sample spare parttiomen

Spare part sale price:cg Upper bound demand rate:Aypper | Lower bound demand rate:A;oyer
90 55 3.5
100 5 3
110 4.5 25
120 4 2
130 3.5 15

At each sale price level, the expected utilityted OEM for 10 different levels of
inventory as a function of the probability that thmarket chooses to play with the
lower bound intensity factor in the aftermarket inessP(MarketPlower) has been

calculated. According to the results of the gamairesy nature, the optimal decision
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variables of the OEM are determined. Table 21 shthesresult of our spare part

inventory game:

Table 21: Parameters of the sample spare parttiomen

Spare part sale Optimal order-up- Share of lower Guaranteed :
) to levels Maximum payoff
price (higher-lower) order-up-to level payoff
90 7-6 76% 2 59
100 6-5 88% 18 90
110 6-5 91% 26 115
120 5-4 78% 24 127
130 4-3 83% 14 130

As we can see the Minimax of the OEM payoff or guaranteed payoff of the
game reaches to its maximum level at the sale mfc&10. In other words, the
optimal sale price for the OEM is 110 and the optimventory policy is to keep the
order-up-to level of the spare part inventory a&n@ 5 for the 9% and 91% times of
the production horizon respectively. Figure 15 depithe trend of the OEM’s

guaranteed payoff versus the sale price.

30
25
20
15
10

5

OEM's Guaranteed Payoff

0

90 100 110 120 130
Sale Price

Figure 15: The OEM'’s guaranteed payoff vs. The pake

In the following the detailed description of thetiopal solution of the game is

presented. In Table 22, the resulting expected réite, expected backorder and
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expected inventory level with respect to differeatues of the stock levels for the

lower bound and upper bound of the demand arelliste

Table 22: Numerical example for a single-item irteeyn

Mean annual demand §) 25 4.5
Average lead-time (T) 1 1

Item cost (cp) 40 40

s EFR(S) | EBO(S) EI(S) EFR(S) EBO(S) EI(S)

0 0.00 2.50 0.00 0.00 4.50 0.00

1 0.08 1.58 0.08 0.01 3.51 0.01

2 0.29 0.87 0.37 0.06 2.57 0.07

3 0.54 0.41 0.91 0.17 1.75 0.25

4 0.76 0.17 1.67 0.34 1.09 0.59

5 0.89 0.06 2.56 0.53 0.62 1.12

6 0.96 0.02 3.52 0.70 0.32 1.82

7 0.99 0.01 4.51 0.83 0.15 2.65

8 1.00 0.00 5.50 0.91 0.07 3.57

9 1.00 0.00 6.50 0.96 0.03 4.53

10 1.00 0.00 7.50 0.98 0.01 5.51

According to EBO(S), EI(S) and related stock leydlse cost of inventory

including the holding and backorder costs is calimd. Figure 16 shows the OEM'’s

inventory cost versus the spare part order-upyelse

300.00

250.00

200.00

150.00

100.00

OEM's Inventory Cost

50.00

0.00

0.00 1.00 2.00 3.00 4.00 5.00 6.00 7.00 8.00 9.0010.00

Order-up-to Level

= |ambda=2.5

= |ambda=4.5

Figure 16: The OEM'’s inventory cost vs. the ordptta level
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Figure 17: The OEM payoff distribution vs. the pabbity of the lower bound intensity factor

The expected utility of the OEM for 10 differentéds of inventory as a function
of the probability that the market chooses to pléty the lower bound intensity factor
in the aftermarket busine®(MarketPlower) has been calculated. The results are
depicted in Figure 17 where the OEM payoff disttid is graphed vs. the probability
of the lower bound intensity factor.

According to the results of the SEU, the optimatisien variables of the OEM
are determined that maximizes his payoff in therafarket game. This decision-
making is the inventory policy of the OEM that stathe OEM should change his
inventory level based on the probability of the kedis intensity factor or demand:

« A1l If 0<P(MarketPlower)<0.03 then select the inventory level of 8;

« A2:If 0.03<P(MarketPiower)<0.45 then select the inventory level of 7;

122



« A3: If 0.45<P(MarketPiower)<0.72 then select the inventory level of 6;
« A4:If 0.72<P(MarketPiower)<0.98 then select the inventory level of 5;
« A5: If 0.98<P(MarketPlower)<1.00 then select the inventory level of 4;

The lowest point in the upper envelope of the etquegayoff involves an
inventory level of 6 and an inventory level of 5cobrding to the results of mixed
strategy for tha2 x 2 matrix game, the optimal decision variables of @M are
determined. The solution of the mixed strategyestahat the OEM should switch
between inventory levels of 6 and 5 with probapitif 9% and 91% respectively. The
resulting mixed strategy guarantees the payoffeaio? the OEM in the long run.

On the other hand, the OEM has an opportunity teesh in performing a
comprehensive market survey and precise data an#bydevelop an accurate demand
forecasting for the spare parts. Let us assume ithisstment costs the OEM
Crorecasting- 1he method that is provided in our study helgs@tM to make decision
to whether perform more precise demand forecasfggation (48) could evaluate the

effort of the OEM to invest on extra demand foréoas

if max(Kg) — GT(Kg) > Corecasting then invest on extra demand forecasting
(48)

WhereGT(Kg) is the result of the mixed strategy solution toge OEM’s payoff.
In our proposed numerical study thex (Kg) is equal to 115 an@T(Kg) equals to
26. Therefore, as long &yrecasting IS €SS than 89, extra effort on demand forecgstin
would be a rational activity.

In order to examine the accuracy of the Game tlieafesolution, a Monte Carlo

simulation has been developed which relies on namgampling to obtain numerical
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results. The simulation runs many times to obthegayoff of the OEM with respect
to uncertainty of the market.
The simulation follows the following particular pen:
1. Defining a domain of possible inputs;
2. Generating random inputs from a given probabilistrébution (uniform
distribution) over the domain;
3. Implementing the spare part inventory policy andrfgrening a
deterministic computation over the inputs;
4. Aggregating the results;
The goal of the simulation is to show the comparisd the Game Theory

approach and any other inventory and productioicyol
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Figure 18: Simulation results - The OEM payoff tie probability of the lower bound intensity factor

Comparison of General Policies & Game Theory
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In figure 18, the payoff of the OEM vs. the probipiof the lower bound
intensity factor while implementing Game Theoryutimn and some other inventory
policies (General Policies; including different é&s of order-up-to level inventory
with different strategies of keeping inventory xxample setting order-up-to level to
4 and 8 and switching among them with probabilit@% and 70% respectively and
etc.) is depicted. As we can see Game Theory appmaarantees the payoff of 26 for
the OEM by switching among order-up-to levels @idl 5 with probability of 9% and
91% respectively.

The performance of the Game Theory approach ishgapn Figure 19 where
general policies are considered as implementingreug-to level of 5 and 6 with
different strategies to keep the inventory sucBG@% lower level and 70% upper level
and etc. The results of the Monte Carlo simulastaies that Game Theory approach

allocates guaranteed payoff to the OEM in an uagerharket situation.
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Figure 19: Simulation results - The OEM payoff tree probability of the lower bound intensity factor

Comparison of General Policies (identical levelthvdifferent strategies) & Game Theory
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5.3. OEM AGAINST WILL-FITTER

5.3.1. INTRODUCTION

This spare part inventory game is an N-person mwo-gum single-shot game.
The model is restricted to a non-cooperative tipemson (two manufacturers and the
market) game. The market is an unreasoning entiyse strategic choices including a
bargain seeker or a price taker affect the payaffrhanufacturers. The will-fitter has a
fixed pricing strategy but the OEM can decide os $ale price to compete with the
will-fitter. This interaction is modeled as the garagainst nature which means the
manufacturers play against the market. The gamelesigned from the OEM
viewpoint and it has no dominant strategy. A mistiditegy solution that determines
optimal strategies of the OEM to maximize his péyofthe aftermarket business is
developed. An alternative scenario, where the OBEN implement re-manufacturing
processes to manufacture more sustainable pafischéaper costs, is also considered

to determine the optimal re-manufacturing effort.

5.3.2. INVENTORY GAME, OEM AND WILL -FITTER AGAINST NATURE

The goal of this section is to investigate the iteey game in the case of an N-
person non-zero-sum single-shot game. In ordechieae this goal, the problem is
restricted to a non-cooperative three-person garhe.game has three players: the

OEM (who has a flexible sale-pricing strategy, ahd can be a traditional
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manufacturer or a re-manufacturer), the will-fittevho has a solid sale-pricing
strategy, and he is only traditional manufactuesr)l the market. The game has been
set up from the OEM stand point which means thet&wl of the game gives him the
maximum payoff or minimum loss.

We assume that the game is a non-cooperative gadiha market is unkind and
chooses hostile strategies. The manufacturers ngnforecast the market base of
spare parts. Moreover, they know that the markesists of two types of customers:

* Price takers, who purchase the parts with availpbtes in the market;
» Bargain seekers, who are searching for less expepsices;

We consider the market as an unreasoning entitysa/istrategic choices affect
the payoff the manufacturers, but which has nor@stein the outcome of the game.
The aforementioned characteristic of the markebksaus to consider the spare parts
inventory game as a game against nature. In owlystiee model the spare parts
inventory management as a game against nature wieelms the manufacturers of the

spare part compete with each other and meanwtaleggainst the market.

5.3.3. THE MARKET DEMAND

In our spare part inventory game, we assume thatnthnufacturer has only
limited information about the market’s expected dach The market has two options,
i.e. present itself as either a price taker or dmm@ain seeker. These strategies can
vary randomly, so there is a probability that tharket chooses the price taker action

or switches to the bargain seeker action. Demandhi® products follows a general

127



linear demand function (Trivedi, 1998, Wu, 2012).other words, demand from the
manufacturer i(D;) is a general linear demand function of his owtirgglprice (p;)

and his competitor selling pric(q)]-) where i=1, 2 (number of the manufacturers) and
j=3-i. Equation (51) develops the demand functiwwhere parameter; is the market
base for the product, the parameten is the self-price elastic coefficient and the
parameter(B) is the cross-price elastic coefficient. This fofanuepresents that the
demand for the products depends on its own sate pnd its competitor’'s sale price.
Unlike demands for finished goods, the total demé&dspare parts will remain
unchanged. We assume that the part’s demand idymegtendent on its own sale
price, so we consider that> > 0 which means that the demand for parts is more

sensitive to changes of the self-price sale as titquéd9):

D;=a;—x (p; —p;) +B(pj— pi) Vi=12andj=3—i
(49)

5.3.4. THEOEM COST FUNCTIONTRADITIONAL MANUFACTURER

The aim of this game is to develop an inventoryti@rpolicy for the OEM. In
the case of traditional manufacturing, the OEM niactures parts directly from the
raw material, so the control policy is the detemtion of the pricing strategy and
levels of inventory. In this setup, the OEM is fldg to change his sale price to
optimize his profit, while his competitor has a idolsale-pricing strategy.
Spontaneously, this price change will affect higleof inventory. In order to develop

the OEM pricing strategies, we consider three stehgbricing strategies, which are
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listed as the following. The OEM can switch amohgn to increase his profit in the
aftermarket business competition.
» Regular pricing (RP), in this strategy the OEM stdehis sale price,
regardless of his competitor’'s sale price;
* Matching price (MP), in this strategy the OEM maisthis sale price with
his competitor’s sale price;
e Price guarantee (PG), in this strategy the OEM'e faice is (n%)
cheaper than his competitor’s sale price;

The payoff or profit of the OEM is the payoff ofetlyame and it is the profit of
the OEM or(Kg) which is equal to the difference between the obgtroduction and
inventory or(Ky) and the revenue from selling parts(#y) which is acquired by
selling products. The cost of production and ineen{Ky) is calculated based on a
very basic inventory model known as the EOQ modetlkwvis formulated in Equation
(2). Also, this formulation in an optimized solutiprovides the optimal lot-size™(.
Equation (2) determines the optimal lot-size.

Equation (50) determines the revenue of sellinglpcts:

Kr=pxD
(50)
And Equation (51) calculates the OEM payoff:
Kg = Kr —Knm
(51)

As we can see the OEM’s payoff is a function of tienand and the optimal

inventory level or lot-size, which are the strategctions of the players. Moreover,
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there exist different parameters that affect th& ob production and inventory. Table

23 lists required parameters to calculate the gafdahe game:

Table 23: Cost function parameters and variables

Notation Parameter definition
D Demand (in units per period)
a Market base demand for the product (in units)

Spare parts inventory level (in units)

7]

Variable cost of production (in dollars per units)

Holding cost (in dollars per unit per period)

Setup cost (in dollars)

Variable sale price (in dollars per unit)

Z|o|» ||

Price guarantee percentage

5.3.5. THEOEM CosTFUNCTION FORTHE RE-MANUFACTURER

We consider the re-manufacturing as the procesg-aking used products and
use them to manufacture new parts. According towgSiean, Bhattacharya, & Van
Wassenhove, 2004, Savaskan & Van Wassenhove, 208@ssume that there is no
difference between the re-manufactured and ordin@mgnufactured parts. Re-
manufacturing requires the collection of the usemtipcts, which is known as reverse
channels. We assume that the recycling processed mtotal collection cost, and the
scaling parameter B can estimate it (Savaskan .et28l04, Savaskan & Van
Wassenhove, 2006). Furthermore, the OEM can ddoide-manufacture whole or
some part of his production. This decision-makisgknown as re-manufacturing
effort which is indicated as the re-manufacturirfipreé parameter(z) that varies
between zero and one; < 1.

The spare parts inventory control policy for the NDEn the case of re-

manufacturing is the determination of pricing gyt levels of inventory, and
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decision-making on re-manufacturing effort. By adesing the re-manufacturing
process, the cost of production and inventory ghknge. Equation (52) provides this
cost.

hs* AD 2

T
+ +(C(1—T)+CFT)D+B?

Ky =
M 2 s*

(52)
Table 24 lists additional required parameters toutate the payoff of the game

in case of re-manufacturing:

Table 24: Re-manufacturing parameters

Notation Parameter definition
T Re-manufacturing effort
c, Variable cost of re-manufacturing (in dollars paits)
B Collection scaling parameter

5.3.6. THE GAME SETUP

Using Game Theory, we determine the spare parentovy control policy for the
OEM who manufactures a single part and sells ihéomarket, while competing with
a will-fitter who manufactures the same part. Tinilgentory game is set up from the
OEMs viewpoint. The inventory game is set up betwie OEM and the market and
the solution of the game maximizes the profit oé tOEM in the buyer-seller
environment. Players choose their strategies sanetiusly and the game is a static
game and it is solved by finding Nash Equilibriubhe following procedure describes
the interaction between two manufacturers:

» Will-fitter chooses his sale price regardless ef tharket;
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OEM has an option to decide on his decision vagiablchoose the right
sale price;
The resulting sale prices generate demand dismibuamong the

manufacturers;

The assumptions are:

Players play simultaneously;

The OEM possesses only the information of the pantérket base;

The market as a nature has two options of actirgjtasr price taker or a
bargain seeker;

The probability that the market plays as a pri¢etas P;

Intuitively, the probability that the market plags a bargain seeker would
be 1-P;

The OEM has three strategies of pricing (regulacep{RP), matching
price (MP) and price guarantee (PG));

The OEM also can decide on his re-manufacturingrefpercentage

(GMEP);

The game setup can be shown in matrix form. TablgiZes us the information

of the game setup in the matrix form. This matexxnown as payoff matrix and the

value of each cell is the payoff of the OEM in #ftermarket game:

Table 25: The payoff matrix of inventory game

Market (Nature)

— Price Taker | Bargain Seeker
Pricing Method
E % RP Ks(Srp, Der) Ka(Srp, Dgs)
O |0 MP Ke(Swp, Der) Ke(Svp, Dss)
PG Ke(Spe Der) Ke(Spe Das)
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Regarding the probability of market decision-makfpgce taker probability), the

expected utility of the OEM is calculated from Etjoa (53):

EX(OEMSr) = P(MPPT)U(OEMSr, MPPT) 4+ P(MPBs)U(OEMSr, MPBs) v r: RP, MP, PG
(53)

Equation (54) tells us that the total probabilifynmarket decision-makings equals

to 1.

P(MPrT) + P(MPBs) =1
(54)

The investigation of the payoff matrix declaresréhis no dominant strategy in
this game that leads to lack of a pure strategyerdfore, the game has a mixed
strategy solution, which depends on the probabdftthe market's choices (the price

taker or the bargain seeker) that varies the akocdemands among manufacturers.

5.3.7. THE MIXED STRATEGY SOLUTION

The mixed strategy solution follows the mixed sgst solution description that
has been discussed in the section 5.2.6. In cod#ustrate the decision-making of the
OEM based on the mixed strategy solution, we camsah inventory game with a

single Stage demand, which has the following pateragTable 26).

Table 26: Sample parameters to illustrate the msteategy solution of the game

Notation | Parameter value
a 10
c 12
cr 95
B 50
h 3
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Notation | Parameter value
A 50
P, 25
P, 20
n 10
0.5
0.3

Assume all the parameters are the same for bothufieetrers except their sale
prices. The goal of the OEM is to maximize his gapased on his competition with
the will-fitter and the market choices. The expdaiélity of the OEM as a function of
the market decision-making probability to play wittice taker action is calculated. In
the discussion that follows, the OEM inventory ecohpolicy is explained for the re-

manufacturing situation.
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Figure 20: The OEM (Re-manufacturer) payoff disttibn vs. The probability of the market's price
taker action

Figure 20 shows the OEM payoff distribution vs. tirebability of the market's

price taker action or P[PPT) in case of re-manufacturing. We assume that theze
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five possible re-manufacturing effort percentadg®®IEP) available that the OEM can
decide to select among them. For instance, if tB&@hooses RMEP of 10, it means
he manufactures 10% of his production out of reufecturing processes. In this
decision-making problem, the OEM makes a choicevéen different alternatives. If
the payoff for each alternative is known, the deciss made under certainty. If not,
the decision is made under uncertainty. The magution for decisions under
uncertainty and risks are expected utility (EU) audbjective expected utility (SEU)

determines the pricing strategies and re-manufagf@fforts of the OEM as follows:

Al: If 0<P(MP?T)<0.30 then select the price guarantee stratedy reit
manufacturing effort of 100 and related inventavell;
« A2:1f 0.30<PMP?1)<0.62 then select the price guarantee stratedy neit
manufacturing effort of 75 and related inventoryele
« A3:1f 0.62<PMPrT)<0.88 then select the matching price strategy veth
manufacturing effort of 50 and related inventoryele
« A4 If 0.88<PMPrT)<1 then select the regular price strategy with re-
manufacturing effort of 25 and related inventoryele
Based on the chosen strategies, the optimal payuaffinventory level for the
OEM are derived which are depicted in Figure 21e Téwest point in the upper
envelope of the expected payoff involves MP sthategth RMEP of 50 and RP
strategy with RMEP of 25. According to the reswatsnixed strategy for that x 2
matrix game, the optimal decision variables of @M is determined. The solution of
the mixed strategy states that the OEM should swidndomly among MP strategy

with RMEP of 50 and RP strategy with RMEP of 25haprobability of 74% and 26%
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respectively. The resulting mixed strategy guamstbe payoff of 33.08 for the OEM

in the long run.

OEM Payoff
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Figure 21: The OEM (Re-manufacturer) payoff anceimery level vs. The probability of the market's
price taker action

5.3.8. NUMERICAL STuDY

In this section the spare parts inventory managéwfethe OEM during 1-year of
production has been investigated. We assume tichtyegar of production consists of
6 periods and the manufacturers possess the natiaete demand for the spare parts
during these periods. It is assumed that the markese demand follows a uniform
distribution which is known by the manufacturergjufe 22 shows the market’s base
expected demand in 1-year of production.

In order to generate the payoff matrix for the game periods, it is assumed that
the production, inventory and market conditions aoé changing during 1-year of
production and the required parameters are consigfiéh the values that are listed in

Table 26.
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6

The strategy of the OEM is to maximize his payojf dhoosing the best sale

price, re-manufacturing effort and inventory levEhe expected utility of the OEM

with respect to the probability of the market’scertaker action P can be calculated in

each period. Table 27 lists the optimal pricingtggies and re-manufacturing efforts

of the OEM.
Table 27: The OEM (Re-manufacturer) strategiehiefgame
1-Year Production Periods
— 1 2 3 4 5 6
Pricing
Method
RP 0.88<P<1 0.78<P<1 0.85<P<1 0.8<P<1 0.8<P<1 0.78<P<1
GMEP=25 GMEP=50 GMEP=25 GMEP=50 GMEP=50 GMEP=50
E 0.65<P<0.7
(@) MP 0.62<P<0.88 0.65<P<0.78 0.65<P<0.85 0.7<P<0.8 GMEP=75 0.7<P<0.78
GMEP=50 GMEP=75 GMEP=50 GMEP=75 0.7<P<0.8 GMEP=75
GMEP=50
0<P<0.3 0<P<0.45 0<P<0.6
PG GMEP=100 0<P<0.65 GMEP=100 0<P<0.7 GMEP=100 0<P<0.7
0.3<P<0.62 GMEP=100 0.45<P<0.65 GMEP=100 0.6<P<0.65 GMEP=100
GMEP=75 GMEP=75 GMEP=75
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This decision-making provides the OEM payoff dimtitions and inventory levels
that have been depicted in Figure 23 (the resaitsemanufacturer is provided). The
strategies of the OEM during these periods aredigt Table 27.

As we can see the SEU and mixed strategy solutansdetermine the OEM’s
decision-making on spare part pricing, inventoryeleand RMEP while the OEM
implements the very basic inventory policy thatrisoduced as the EOQ. In next
section we show that the same strategic problemingplis still useful for more
complicated inventory control policies. Perhaps afiethe most commonly used
inventory policy for spare part management is g der point and order size policy
known as (Q,r). We assume that demand for spateapares as a Poisson process, in
batches of size one. The mean arrival rate is knbwthe manufacturers and they

manage their inventory based on a (Q,r) policypthiced in chapter 2.

150
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[ 12nd Period
[ 3rd Period
Il 4th Period
I 5th Period
[ 16th Period

-
o
o

OEM Payoff
w
o

Il st Period
[ ]2nd Period
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Il 4th Period
Il 5th Period
[ l6th Period

OEM Inventory Level

0
<o<p<1 ><o<p<1 ><o<p<1 ><o<p<1 ><0<p<1 ><0<p<1 >

< | Taker | 5

\ Probability \

Figure 23: The OEM (Re-manufacturer) maximum exgectility vs. Price taker demand probability
for each period
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By consideration of the following parameters, tlostcfunction of the OEM is
calculated based on our proposed algorithm in dwdian 2.5.3.3. In our numerical
study we assume that the annual demand rate foe g@at is a=30, lead-time L=45
days, holding cost h=30, backorder cost b=100,psetst=15, cost of production
c=12, cost of re-manufacturing=40.5 and cost of collecting used parts B=110.

Figure 24 shows the OEM payoff distribution vs. gitebability of the market's
price taker action or R(PPT) in case of re-manufacturing. We assume that &wde
there are five possible re-manufacturing effortcpatages (RMEP) available that the
OEM can select them.

G )

170r d

180

160+ b

150+ B

1401

—RMEP=0
1|—RMEP=25
—RMEP=50
1| RMEP=75
—RMEP=100

130

120+

OEM Payoff

110F

100}
90! E 1
80l |

700 0.2 04 0.6 0.8 1

Market

BARGAIN
SEEKER 0<p<1 PRICE TAKER

Figure 24: The OEM (Re-manufacturer) payoff disttibn vs. The probability of the market's price
taker action

The subjective expected utility (SEU) determines finicing strategies and re-

manufacturing efforts of the OEM as follows:
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« Al: If 0<P(MPrT)<0.40 then select the price guarantee stratedy weit
manufacturing effort of 75 and related inventoryele
« A2: If 0.40<PMPPT)<0.5 then select the matching price strategy weth
manufacturing effort of 50 and related inventoryele
+ A3: If 0.5<PMPP1)<1 then select the regular pricing strategy wigh r
manufacturing effort of 25 and related inventoryele
Based on the chosen strategies, the optimal payaffre-order point and order

lot-size for the OEM are derived and are depicteBigure 25.

200,

150

100

CEM Payoff

L
=

04 0.5 06

- Probability of The Price Taker

0.5 0.5 1
Probability of The Price Taker Probability of The Price Taker

Figure 25: The OEM (Re-manufacturer) payoff anceimery level vs. The probability of the market's
price taker action

The lowest point in the upper envelope of the etquegayoff involves MP
strategy with RMEP of 50 and RP strategy with RMERS5. According to the results

of mixed strategy for tha? x 2 matrix game, the optimal decision variables of the
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OEM is determined. The solution of the mixed sggtstates that the OEM should
switch randomly among MP strategy with RMEP of Bd &P strategy with RMEP of
25 with probability of 0.5 and 0.5 respectively. eThesulting mixed strategy
guarantees the payoff of 91 for the OEM in the lany

In order to examine the accuracy of the Game tlieafesolution, a Monte Carlo
simulation has been developed which relies on namgampling to obtain numerical
results. The simulation runs many times to obthegayoff of the OEM with respect
to uncertainty of the market.

The simulation follows the following particular pen:

1. Defining a domain of possible inputs;

2. Generating random inputs from a given probabilitstrébution (uniform
distribution) over the domain;

3. Implementing the spare part inventory policy andrfpening a
deterministic computation over the inputs;

4. Aggregating the results;

The goal of the simulation is to show the comparisd the Game Theory
approach and any other inventory and productiorcyoln figure 26, the payoff of
the OEM vs. the probability of the market's priaker action while implementing
Game Theory solution and some other inventory pdi¢General Policies; including
different pricing strategies, inventory level aredmanufacturing effort) is depicted.
As we can see Game Theory approach guaranteeayb# pf 33.08 for the OEM by
switching randomly among MP strategy with RMEP & &hd RP strategy with

RMEP of 25 with probability of 74% and 26% respeely.
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The performance of the Game Theory approach ishgdpn Figure 27 where
general policies are considered as implementingséimee pricing strategies, same re-
manufacturing efforts with different strategiesaep the inventory. The results of the
Monte Carlo simulation states that Game Theory@gugr allocates guaranteed payoff

to the OEM in an uncertain market situation.

5.4. EVOLUTIONARY SPARE PARTS INVENTORY GAME

5.4.1. INTRODUCTION

The OEM, in a competitive and uncertain aftermarkan benefit from Game
Theory to manage his spare parts inventory. Weydtthuel spare parts inventory game
in the case of an N-person non-zero-sum repeatede gachere players play
simultaneously. This game is restricted to a twispe (the OEM and the will-fitter),
cooperative and non-cooperative game setup. Theegdmas two players
(manufacturers) who manufacture the same spars. @atsed on their sale prices,
they have an option to design a contract and catpevith each other or compete
with each other in the aftermarket without createmgy agreements. The pricing
strategies have been investigated through repdatisdners’ Dilemma spare parts
inventory game and the stability of the cooperation defect in sale price
determination has been studied through evolutiorstaple strategy analysis of the

two famous games of Prisoners’ Dilemma and Stag tHWoreover, the
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implementation of the re-manufacturing in manufaoty processes to increase the

profitability of the spare parts inventory gamesigestigated.

5.4.2. REPEATEDINVENTORY GAME

Every game with finite numbers of players and adithas at least one Nash
Equilibrium. For all the games, the Nash Equilibmiis Pareto optimal except for the
Prisoners’ Dilemma. In 1950 Melvin Dresher and MerFlood at the RAND
Corporation devised a game known as the Prisoeleynma that is a non-zero-sum
game with an equilibrium which is unique but faissbe Pareto optimal. In the years
since 1950 this game has become known as the Brgddilemma and it is the most
widely used and studied game in the social science.

The general form of the Prisoners’ Dilemma has lopicted in Figure 28.

ePlayer 1: C
ePlayer 2: D

ePlayer 1: C
ePlayer 2: C

ePlayer 1: D
ePlayer 2: D

ePlayer 1: D
ePlayer 2: C

S+T
Conditions:T>R>U>S&R>T

Figure 28: The general form of Prisoners’ Dilemma

There are two players and they can decide to catper defect. According to

their chosen strategies, there are four differessible payoffs of the game including:
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» Both players cooperate (CC): both players will ge reward of the
cooperation (R);

» Player 1 cooperates and player 2 defects (CD)eplaywill get the sucker
payoff (S) and player 2 will get the temptation @tyT);

» Player 1 defects and player 2 cooperates (DC):epldy will get the
temptation payoff (T) and player 2 will get the keicpayoff (S);

» Both players defect: both players will get the wmerative payoff (U);

Many social phenomena seem to have the Prisondeshha at their core. In the
case of our inventory game, there are two spares paanufacturers, deciding to cut
their sale prices or not. If the will-fitter doestrcut the prices, the OEM can attract
more customers by cutting prices. If the will-fituts its prices, the OEM had better
cut prices in order not to lose its own customknsoth manufacturers cut prices, both
will get lower benefits than if neither of them haut prices.

In this inventory game, we assume that manufacurave to decide on their sale
prices and inventory levels as long as there israathd for spare parts. In other words,
they have to repeat playing the inventory gameatsfy demands for spare parts. In
repeatedly play, the hope of arriving at the muyubéneficial outcome (CC) rather
than reaching to a less profitable outcome (DD)xoenages the manufacturers to
cooperate.

In fact, this idea is under influence of a logidaimino-type argument. Suppose
players know this game lasts for 100 times, inldise game the strategy (D) dominates

the strategy (C) because there is no future todadautual cooperation. The plays fall
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backwards like dominos, and affect previous ganmesewven the first game must be
(DD).

Now, let's assume because of the intermittent amzbdain characteristic of the
demand for spare parts, manufacturers do not krewrhany games will be played.
According to (Martin Shubik, 1970), after each pteEyPrisoners’ Dilemma, the next
play will occur with probability (p).

Manufacturers follow the strategy of Grim Triggereans both players cooperate
until one player defects, and then both playereaeif manufacturers never choose

the strategy (D), the payoff for each player i<cokdted from Equation (55):

R
R+pR+p2R+p3R+ :m
(55)

If one player decides to defect in the mth game, rigsulting payoff for each
player can be calculated from Equation (54).

R—p™R+ (1 —p)p™T + p™*tU
R+pR+p?R+ -+ p™ R+ p™T+p™*U + .. = P (1_p;p P

(56)
Hence, manufacturers should never choose the gyra(®) as long as
Equation (55) > Equation (56) for all values of(m). In other words, it makes
sense for the manufacturers to choose the stré&@gyf the probability of the playing
the next game (p) is larger than a threshold value.

The threshold can be calculated from Equation (57):

(57)



5.4.3. EVOLUTIONARY STABILITY AND BOUNDED RATIONALITY

In Game Theory it has been assumed that playersapable of unlimited acts of
reasoning. In such a situation, once they find dbkeition to a game, they play that
strategy from then on. In real world players witt ind the solution immediately and
they spend a lot of time and energy to find theitsamh. These types of players, who
have to make mistakes to find the optimal soluteme considered bounded rational.
Making mistakes and the trial-and-error procedwreart of their learning how to
play, and while they are in learning phase theyaarteof the equilibrium. The game
during out of equilibrium situation can be descdbea a dynamic system known as
the replicator dynamic. Dynamic replicators areduse describe the evolution of
systems and evolution of players’ behavior in ganBeginded rational players, who
obeying replicator dynamics, find the equilibriunalled an evolutionary stable
strategy (ESS).

Replicator dynamics says that if a player earnsvedawerage payoff, its
percentage in the whole population increases aadpifayer earns below-average its
population will decrease. In our evolutionary game assume that manufacturers,
who are bounded rational players, have two stragegi

» Cooperate: Selecting the sale prices accordinghtaggeement with the
other player to increase the total payoff;

» Defect: Selecting the sale prices according to rafividual better off
payoff, or cutting sale prices to increase theltegupayoff;

The investigation of the game will determine treb#t strategies of the players.
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5.4.4. THEMARKET DEMAND

The life cycle of the spare parts is affected Inysfied goods life cycle. Their life
cycle can be divided into three phase: initial,rnalr or repetitive and final (Fortuin,
1980). Hence demands for spare parts depend @hdédigoods, and following factors
would affect the demand (Fortuin & Martin, 1999):

» Size and age of the final products (sales, runfiegf, installation base,
etc.);

* Products maintenance characteristics (preventoegctive, etc.);

» Parts characteristics and their defects (weardeaatj aging, etc.);

Spare parts demand is intermittent or lumpy whiaens it occurs after a long
variable periods without demand. The lack of p&ésls to high losses, and demand
forecasting can decrease the loss. The demandagineg is very important, although
it has some errors (Love, 1979). A classical mettoodlemand forecasting has been
done by (Wheelwright & Hyndman, 1998) and a reldieztature review has been
provided by (Boylan et al., 2006) for last fiftyars.

In some related literatures, the demand for theufeeturers follows a general
linear demand function (Trivedi, 1998)(Wu, 2012). dther words, demand for the
supplier i,(X;) is a general linear demand function of his owesalrice(P;) and his
competitor sales pric@j) where i=1,2 (number of the manufacturers) andij=3-

In our study we suppose that the manufacturers foamcast the market's
expected demand for spare parts over the normalpetitive phase of the product life

cycle (Fortuin, 1980) which is the market basetfar products, that is parameter (X).
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The total market demand equals to the summatigheofarket demand for both

manufacturers as it is shown in Equation (58).

2
X = in vi=1.2
i=1

In order to simulate stochastic behavior of the aedy we assume that the

(58)

demand distribution is Poisson. In other words, rifean of total market demand is
known and the standard deviation of the demargén be calculated from Equation

(59).

Gi:\/x_i

(59)
We assume that the market is a bargain seekerntbanhs she purchases the
products with lower prices. This characteristiclwliétermine the demand allocation

for the manufacturers.

5.45. THEMANUFACTURERCOSTFUNCTION-TRADITIONAL MANUFACTURER

The aim of our game is to develop a pricing strategd an inventory control
policy for the manufacturer of the spare partscdse of traditional manufacturing, the
OEM and will-fitter both manufacture parts directipm the raw material, so the
control policy would be the determination of thécprg strategy and inherently the

level of inventories. The payoff of the manufactaris the payoff of the game and it

would be the profit of the manufacturdns') which is the difference between the cost
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of production and inventorgY') and the revenugR!) which attained by parts sales.
We suppose that the manufacturers follow the Nemgweinventory control policy.
Based on Newsvendor system we follow the listedragsions:

* Products are separable (in this study we considerghe-item inventory);

* Planning is done for a single period;

+ Demand is random;

» Deliveries are made in advance of demand;

» Costs of overage or shortage are linear;

To develop the model, manufacturers prod(@g units and the demand (X;)

units. Based on Newsvendor inventory policy, introed in the section 2.5.1, the cost
of production and inventor)(Yi) Is calculated. Equation (60) shows the derived

formula to calculate the cost of inventory.

Qi [ee)
Y(Q' = Coif (Qi — Xp) g(XdX; + Cg I(Xi — Q) gXpdX;
0 Qi

(60)

The optimal production quantit{Q;) is derived from Equation (61). Equation
(62) gives us the revenue of parts saRlsand Equation (63) gives us the

manufacturers’ payoffér'):

G(Q)) = —
! Coi + Csi (61)
Ri = PiX,
(62)
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T[i — Ri _ Yi
(63)

As we can see the manufacturers’ payoffs are fanstiof demand, production
level (optimal inventory level) and sales pricesichhare the strategic actions of the
players. Moreover, there are different parameteas dffect the cost of production and

inventory and sales revenues as listed in Table 28:

Table 28: Cost function parameters and variables

Notation Parameter definition

Q Production rate (in units)
Cp Cost of production (in dollars per units)
P Sale price (in dollars per units)
C, Shortage cost (183 (in dollars per unit)
C, Overage cost or holding cosC{)) (in dollars per unit)
ir Interest rate (percentage per year)
X Mean of demand (in units per period)
o Standard deviation of demand (in units)

G(X) CDF of demand

a(xX) PDF of demand

5.4.6. THE MANUFACTURERCOSTFUNCTION FORTHE RE-MANUFACTURER

We consider Green manufacturing as the processe-shanufacturing used
products and use them as new ones as it was destussthe section 5.3.5. By
considering re-manufacturing process, the shortagé will be changed and can be
calculated from Equation (62). The cost of produttand inventory will change
which is written as Equation (63).

The cost of shortage in the case of re-manufagurin

Ci =P (Ct+Cy(1- D)
(64)
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The cost of production and inventdiy.

T2

Qi S
Y@ = Cor [ (@ = %) gODAX; + Gy [ (% = Q) 80X, + B
0 Qi

(65)
Parameters are being used to calculate the cgsbdtiction and inventory while

using re-manufacturing are listed in Table 29:

Table 29: Green manufacturing parameters

Notation Parameter definition
T remanufacturing effort
C, variable cost of remanufacturing (in dollars peits)n
B Collection scaling parameter

5.4.7. THE GAME SETUP

In this setting, Game Theory is applied to deteartime inventory control policy
for manufacturers who manufacture a single-itenrespart and sell it to the market
while they can cooperate or compete with each otbar spare part inventory game
has two players who have two different strategtesiperation and defect. Decision-
making on sale price (and re-manufacturing effortthe Green manufacturing
situation) is/are their strategies which determtheir production quantities and
inventory levels. The market has a cyclic demandclvis stochastic, and in each
period the mean of demand is known. The total dehtes to be distributed among
players and manufacturers’ pricing strategies aftbeir allocated demand. We
assumed that the market is a bargain seeker wheénsnit purchases from the

supplier who offers lower prices. In this enviromhenanufacturers can cooperate
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with each other or compete with each other that n®esach of them has two
strategies:
» Strategy 1: Cooperate, manufacturers set their maes in such a way
that gives them the highest profit;
» Strategy 2: Defect, manufacturers cut their saleeprin such a way that
attracts more demand share;

The inventory game is a two-person non-zero-suticggame, so we are looking
for the Nash Equilibrium as the solution of the gaBBased on the players strategies
(cooperate or defect) different payoffs would beigrsed for each supplier. The payoff
matrix is depicted in Table 30:

Table 30: The payoff matrix of inventory game

Will-fitter
COOPERATE DEFECT
(© (D)
= COOF(’E)RATE ' CC,m2CC w'CD, m*CD
1]
© DEFE;E)CT m'DC, m?DC m'DD, w?DD

Evolutionary Game Theory is used to study the dwmtary stability of strategies
followed by two manufacturers. The concept of ES&s wroposed by (Maynard
Smith, 1974, J Maynard Smith & Price, 1973, Johryiad Smith, 1993). Later on
(Taylor & Jonker, 1978) proposed a dynamic equatimown as the dynamic
replicator that reflects the dynamics and intematibetween players in the game.

Assuming that the probability that the OEM coopesats (a) and (B) is the
probability that the will-fitter cooperates, regtor dynamics are given in Equations

(66) and (67):
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dt
Average OEM = aU%EM(cooperate) + (1 — a)U°EM(defect)

da
— = o[U%EM(cooperate) — Average OEM] ‘

(66)

d I
l d_[: = [uwill=fitter (cooperate) — Average will — fitter] ‘

Average will — fitter = BUWill-fitter (cooperate) + (1 — B)UWI-fitter (defect)
(67)

Where ymanufactureri (coonerate) is the expected utility of thenanufacturer;
(i=1 OEM & i=2 will-fitter) when he cooperates aterage manufacturer; is the
average payoff formanufacturer;. The stable states of the replicator dynamic
equations are the Nash Equilibrium known as evohary equilibriums (EE). When
da/dt = 0 anddf3/dt = 0 the EE are pure strategies of E1=(1,1), E2=(EB%(0,1),
E4=(0,0) and the fifth EE point is the mixed stggtesolution that is driven as

Equation (68):

E = m?DC — m?DD m'CD — 'DD
> <(‘I‘[2CD — 12DD) + (m2DC — m2CC) " (n!DC — w'DD) + (m'CD — T[1CC)>
(68)
According to (Friedman, 1991) the stability of E&ndbe analyzed by the Jacobi
matrix which can be derived from Equation (69). Bb&bility of the EE depends on

the sign of Jacobi matrix eigenvalues. If both eigdues are negative the EE is the

stable strategy otherwise that would be an unsttid¢egy.

(69)
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5.4.8. NUMERICAL STUuDY

In this section the inventory management of the ufesturers during 1-year of
production has been investigated. We assume tlatmanufacturers possess the
market base demand for the product during the mtomtu year. In order to generate
the payoff matrix for the game, it is assumed ttt production, inventory and
marketing conditions are not changing during thedpction horizon and the required
parameters are consistent with Table 31. We supaibsee parameters are the same

for both manufacturers.

Table 31: Sample parameters used to generate Yo paatrix
traditional manufacturer

Notation | Parameter value
10

P Decision variable
ir 25

Co 0.048

X 50

We assumed that the market is a bargain seekdyased on strategies on sale
prices in cooperation and competition the total aedhwill be distributed among
manufacturers. This can be listed as below:

» CC or DD: Demands for spare parts are distributadray manufacturers
equally;

 CD or DC: Demands for spare parts are distributadreg manufacturers
unequally, the manufacturer who cuts the priced waitract all the

customers to himself;
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In other words, when both players cooperate or aiefine annual mean of
demand for each of them is 25 units and once ehtfem cut prices, he attracts the
whole demand which means the annual mean of derfiearfdm would be 50 units.

Figure 29 depicts the distribution of the demandase of cooperation and defect.
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Figure 29: PDF of market demand

The determination of the sale prices generatesdémand distribution among
manufacturers. Based on resulting demands, manuéastdecide on their inventory
levels which allocate their profits in the afterietrgame.

We first need to determine rational pricing strgtégr the manufacturers. The
minimum sale price that makes the spare parts towergame profitable for the
manufacturers is equal to 15.13, which is definedh& marginal cutting sale price.
Next, we need to find the minimum cooperative salee that establishes the spare
parts inventory game as a Prisoners’ Dilemma. Timenmum cooperative sale price is
equal to 16.72. However, in order to maintain thisdhers’ Dilemma condition, the

reward of the cooperation should be less thandimptation payoff (R<T). Hence, the
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maximum cooperative sale price is equal to 18.68wNwe can setup a repeated
Prisoners’ Dilemma spare parts inventory game.

According to Equation (57), we can graph the tho&slof the possibility of the
future game vs. the maximum cooperative sale piicieh states that manufacturers
should never defect as long as the probabilityhef future game is greater than the

calculated thresholds (Figure 30).

c ©°
o

©
>

Probability of Next Game
o o
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o
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o

16.7 17.2 17.7 18.2 18.7

Sale Price

Figure 30: Probability of the next play vs. CoopiemSale Price

The resulting payoff of the spare parts inventoayng for each manufacturer is

depicted in Figure 31.

16.7 17.2 17.7 18.2 18.7
Sale Price

Figure 31: Payoff vs. Cooperative Sale Price
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Now we can investigate the evolutionary spare pewgntory game. For the
traditional manufacturing, the resulting payoff matis symmetrical because we
assumed that the production and inventory costtharsame for both manufacturers.

The symmetrical payoff matrix is:

mCC = n2CC
m'CD = w?DC
mDC = w2CD
DD = w?DD
Stability of the evolutionary equilibrium (EE) pégndepends on the sign of the

a (dB

3 (E) as the stability term, the result of the analysiepresented as Table 32:

Table 32: The local stability of EE

EE Stability term
C -(m'cC -'DC)
D (m'CD —'DD)

(rlcC -n'DC)( miCD -nw'DD)

Mixed | —
(m'cC-m'DC) — (n'CD -w'DD)

To investigate the evolutionary stable strategies) experiments have been
considered (the first experiment is the experinvgtitt minimum acceptable sale price
and the second one is the experiment with maximooemable sale price). The
simulation software (Sandholm & Dokumaci, 2007used to study the evolutionary
dynamics of two manufacturers’ strategies in theketa The experiments are logistic
systems based on decision-making to cooperate fectdby selecting related sale
prices. By using the software the phase diagragaoh experiment has been obtained
as Figure 32. The colors in the contour plot regmespeeds of motion under the
dynamic: red is fast and blue is slow. In the fesperiment, the tendency to leave the
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cooperation is fast and as sale price increasesntbvement becomes slower till it

reaches to its slowest speed in the second expatrime

EXPERIMENT 1 EXPERINIENT 2
Figure 32: Phase diagram of experiments (1 & 2)

Also, the characterizations of the stability of £ each experiment are listed in
Table 33. The results of the ESS analysis are stamgiwith the results of the repeated
Prisoners’ Dilemma stating that as the sale prioesease, manufacturers stay in
cooperation with less future play probability. Haeg the results of the ESS state
that the Nash Equilibrium of the game is (DD), whimeans both players defect, and
the equilibrium point is evolutionary stable (ES).

Table 33: The ESS analysis of the experiments &) &

S:Stable - U:Unstable - NE:Nash Equilibrium

EXPERIMENTS
1 2

P D=15.13 & C=16.72 D=15.13 & C=18.68

Payoff 10 10

EE NE S/U NE S/U

El

E2

E3

m|lCc|c|C
mnw|lCc|c|C

E4 .

ES5 NA NA
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The increase of the sale price above the valudeitaximum cooperative sale

price would change the game type from Prisonersérdina to Stag Hunt game.

Basically, Stag Hunt studies the conflicts betwsafety and cooperation. The general

form of the Stag Hunt game is depicted in Figure 33

ePlayer 1: C
ePlayer 2: D

ePlayer 1: C
ePlayer 2: C

(R,R) (S,T1)

(T,S) (U,U)

ePlayer 1: D
ePlayer 2: C

ePlayer 1: D
ePlayer 2: D

Conditions:R>T >U > S
Figure 33: The general form of Stag Hunt

This game has two Nash Equilibriums and it has gethistrategy solution. In

other words, this game has two ES equilibriumslieiag cooperation and defect)

and it has unstable mixed strategy equilibrium. Thdpoint sale price is the sale

price that leads to a mixed strategy with 50% ckasfccooperation or defect, in other

words, it is the sale price that makes the value afidp equal to 50%. Two different

Stages of sale prices can be considered for thiegarts inventory game including:

If maximum cooperative sale price sale price< midpoint sale price:
manufacturers should cooperate with each other pvithability range of

0* to 50%;

If midpoint sale price< sale price: manufacturers should cooperate with

each other with probability range of 50100~ %;
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EXPERIMENT 3 EXPERIMENT 4 EXPERIMENT &

Figure 34: Phase diagram of experiments (3 — 5)

In the following, three different sale prices haleen provided that can be

investigated via ESS analysis. By using the sofwidre phase diagram of each

experiment has been obtained as Figure 34. Thenendo join the cooperation has

its slowest speed in the third experiment and asstie price increases the speed of

this tendency becomes faster and it reaches tdfastest movement in the fifth

experiment. Also, the characterizations of theibtalof EE for each experiment are

listed in Table 34.

Table 34: The ESS analysis of the experimentsgB —

S:Stable - U:Unstable - NE:Nash Equilibrium

EXPERIMENTS
3 4 5
P D=15.13 & C=18.69 D=15.13 & C=19.1 D=15.13 & C=25
payoff 11.37 49.54 215.35
EE NE S/U NE S/U NE S/U
E1l . S . S . S
E2 u u U
E3 ] U U
E4 . (S . (S . S
E5 (0.02,0.98) U (0.50,0.50) U (0.94,0.06) u
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Now, we can study the situation where the manufacsucan implement re-
manufacturing strategy. This game is also symnadtrithe minimum sale price that
makes the spare parts inventory game profitablé¢h®manufacturers is calculated as
14.76, which is equal to the marginal cutting gadee. In Figure 35 the effect of the

re-manufacturing effort on minimum profit is degidt

50

0.2

-100

Minimum Payoff

-150

-200
Re-manufacturing Effort

Figure 35: Minimum payoff vs. Re-manufacturing effo

The result shows us that implementing re-manufagueffort of 17% can

guarantee the minimum payoff with value 10 withegadice of 14.76.

0.6
0.5
0.4
0.3
0.2

0.1

Probability of Next Game

0

16.3 16.8 17.3 17.8 18.3
Slae Price

Figure 36: Probability of the next play vs. CoopieraSale Price
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In order to satisfy the Prisoners’ Dilemma consitsithe minimum cooperative
sale price changes to 16.3 and the maximum coodpersdle price changes to 18.24.
Now, we can setup a repeated Prisoners’ Dilemmaesparts inventory game.
According to Equation (57), we can graph the tho&slof the possibility of the future
game vs. the maximum cooperative sale price whiates that manufacturers should
never defect as long as the probability of therkigame is greater than the calculated
thresholds as Figure 36. The resulting payoff & $pare parts inventory game for

each manufacturer is depicted in Figure 37.

100
90
80

70

Payoff

60

50

40

16.3 16.8 17.3 17.8 18.3
Sale Price

Figure 37: Payoff vs. Cooperative Sale Price

To investigate the evolutionary stable strategiesy experiments have been
considered (the first experiment is the experinv@tit minimum acceptable sale price
and the second one is the experiment with maximeoe@able sale price). The phase
diagram of each experiment has been obtained ase-88. In the sixth experiment,
the tendency to leave the cooperation is fast arghke price increases this movement

becomes slower till it reaches to its slowest spedhe seventh experiment.
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EXPERIMENT &
Figure 38: Phase diagram of experiments (6 & 7)

EXFERIMENT 7

Also, the characterizations of the stability of £ each experiment are listed in

Table 35.
Table 35: The ESS analysis of the experiments {§ &
S:Stable - U:Unstable - NE:Nash Equilibrium
EXPERIMENTS
6 7
P D=14.76 & C=16.3 D=14.76 & C=18.24
Payoff 10 10
EE NE S/U NE S/U
El U U
E2 U U
E3 u U
E4 . S . S
E5 NA NA

The increase of the sale price above the valueasimum cooperative sale price
would change the game type from Prisoners’ Dilenim&tag Hunt game. In the
following, three different sale prices have beeovpted that can be investigated via
ESS analysis. The phase diagram of each experinasnbeen obtained as Figure 39.
The tendency to join the cooperation has its slowpsed in the eighth experiment
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and as the sale price increases the speed ottidsiicy becomes faster and it reaches

to the fastest movement in the tenth experiment

EXPERIMENT § EXPERIMEXT & EXPERIMENT 10

Figure 39: Phase diagram of experiments (8 — 10)

Also, the characterizations of the stability of £ each experiment are listed in

Table 36.
Table 36: The ESS analysis of the experiments18)—
S:Stable - U:Unstable - NE:Nash Equilibrium
EXPERIMENTS
8 9 10
P D=14.76 & C=18.25 D=14.76 & C=18.66 D=14.76 & C=25
Payoff 11.49 49.65 224.14

EE NE S/U NE S/U NE S/U
El ° S . S ° S
E2 U U u
E3 u u u
E4 ° S ° S . S
E5 (0.02,0.98) u (0.50,0.50) U (0.94,0.06) U

5.5. COOPERATIVESPARE PARTS INVENTORY GAME

5.5.1. INTRODUCTION
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In this spare part inventory game, we study themery game in case of an N-
person and non-zero-sum game where players playltameously. Our game is
restricted in three-person (there are three maturfars who can manufacture a
substitutable spare part), cooperative game sétupur problem, we investigate the
cooperation of manufacturers while there is a esserted as a binding agreement
cost. Determination of decision-making on cooperator defect depends on spare
part sale price variations and the cost of bindgiggeement which are investigated as
the Prisoners’ Dilemma and Stag Hunt game. Meamwdifferent methods of benefit
allocation among cooperative manufacturers arestiya&ted. Moreover, a centralized
inventory configuration for manufacturers who decitb rely on a cooperative
inventory system is designed and a comparison legtwesentory levels and cost of
inventory for two different cases of centralizeddamnlecentralized inventory
configuration is studied. To investigate the effetthe Green manufacturing on cost
of inventory we assume that one of the manufacturean implement re-
manufacturing to produce spare parts and the rote-manufacturing on payoffs of
the manufacturers in cooperative inventory gamasvisstigated and the optimal level

of re-manufacturing effort is calculated.

5.5.2. COALITION AND BENEFITALLOCATION

In spare parts management, the variability of teenahd affects the safety stock
and increase the average inventory cost. In thistson, risk pooling as a method to

protect against demand variability can decreaseatleeage inventory. In spare parts
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business when there exists several companies thaidp the same parts who may
have different high and low demands can take adganof cooperation. Risk pooling
benefits from the aggregating demand across diftem@ganufacturers that results in
less volatile demand size and decrease the inyentmst. The profit of reduction in
cost of inventory should be allocated among theigpants while the companies’
profit share may vary in relation to their demamnésavior (Guajardo & &nqvist,
2012). The cost allocation in general parts inventeystems has been studied
adequately (Dror & Hartman, 2007, Gerchak & Guf@91, Gupta & Srinivasa Rao,
1996, Bruce C Hartman et al., 2000, Robinson, 1998)vever, the body of research
for the cost allocation in spare parts inventorgesot extensive. The first study has
been carried out by (Wong et al., 2007) and regesatties of related research has been
provided by (F. Karsten et al., 2012, FJP Karsteal.£2009).

The goal of this section is to investigate the sgaarts inventory problem as an
N-person non-zero-sum game where players (manué&s)u can cooperate or
compete with each other through cooperative or @titive sale prices strategies.
Manufacturers must play simultaneously, and indhge of cooperation, they have to
decide how to allocate the profit of the resulticmglition. In order to achieve this
goal, the problem is restricted to three-personegaamd it is investigated through
cooperative game setup. The game has three playdwgling three manufacturers
who manufacture a single-item substitutable sparegnd compete with each other in
the market. Also, in another consideration, it igsgible for manufacturers to
implement re-manufacturing effort into the manufiaicty processes to increase their

profit.
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5.5.3. THEMARKET DEMAND

In this study it has been assumed that the OEM baly limited information
about the market's expected demand. Original paréy face failure because of
defects and aging, and once they fail, demandsgare parts will arise. Therefore,
demands for spare parts depend on the followiregtfactors:

* Quality of parts;
» Usage rate of products;
* Maintenance quality of products;

Due to the nature of characteristics of spare pdeteand, spare parts demand
arrival is considered as a Poisson process withnatant intensity factor or rate of
(A). The demand for the manufacturers follows a gérem@ar demand function as
discussed in the section 5.3.3 where i=1,2,3 (nurobtéhe manufacturers) and j=4-i.
So the demand function can be written as Equat8, (vhere parametdh,) is the
market base for the product, the parametisrthe self-price elastic coefficient and the
parametelp) is the cross-price elastic coefficient.

This formula represents that the demand for theymts depends on its own sale
price and its competitor sale price. We assume tthatproduct’s demand is mostly
dependent on its own sale price, so we considerotkad > 0 which means that the
demand for products is more sensitive to changéseo$elf-price sale.

We suppose that the manufacturers can only foréleasiriginal products failure

rate or intensity factor that determines the exgectemand for spare parts, which is
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parameter(1). In other words the mean of the market demandsfmre parts is

derived based on Equation (70).

)

N

D; = Aj—x ((N - Dp; — (Z Px

1
#jand N =3

k # i) —(N-— 1)pi> Vij=123andi

(70)

5.5.4. THE MANUFACTURERCOSTFUNCTION-TRADITIONAL MANUFACTURER

The aim of our game is to develop an inventory madnpolicy for the
manufacturers and study the cooperation between #mal discuss about the profit
allocation among cooperative players. In case afliional manufacturing, the
manufacturers manufacture products directly from thw material, so the control

policy is the determination of the sale price &g&s and inherently the level of
inventory. The payoff of the manufacturers is thefip of the manufacture(KBi)
which is the difference between the cost of prodacand inventory(Ky') and the

revenue(Kg') which attained by selling products.

The goal is to reach a low level of the backordea tigh level of fill rate with
minimum investment on inventory as it was discussethe section 5.2.4. We must
calculate the cost of production and inventorywadl as the revenue from selling the
products. Equation (42) gives us the cost of prodocand inventory, Equation (43)
gives us the revenue of selling products and Egnat4) gives us the revenue of

selling products.
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As we can see the cost of the production and iovgns a function of demand
and inventory level, which are the strategic actiohthe players. Moreover there are
different parameters that affect the cost of préidacand inventory. The parameters
in Equation (42) are listed in Table 37.

Table 37: Cost of production and inventory paramsete

Notation Parameter definition
S Spare parts inventory level (in units)
Cp Variable cost of production (in dollars per unjt)
p Penalty cost (in dollars per unit per period
h Holding cost (in dollars per unit per period)

Similarly the revenue of selling products is alsduaction of demand and
inventory level. The parameters in Equation (48)leted in Table 38:

Table 38: Revenues of selling products parameters

Notation Parameter definition
D Demand (in units per period)
Cs Variable cost of sells (in dollars per unit)

5.5.5. THEMANUFACTURERCOSTFUNCTION FORTHE RE-MANUFACTURER

We consider Green manufacturing as the process-ofanufacturing as it was
discussed in the section 5.3.5. By considering agufacturing process, Equation (71)

gives us the cost of production and inventory:

2
Ky = (cp(1 = 7) + ¢,T)S + p X EBO(S) + h x EI(S) + B%
(71)
Parameters are being used to calculate the cgsbdtiction and inventory while

using Green manufacturing are listed in Table 39:
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Table 39: Green manufacturing parameters

Notation Parameter definition
T remanufacturing effort
C, variable cost of remanufacturing (in dollars peits)n
B Collection scaling parameter

5.5.6. CENTRALIZED VS. DECENTRALIZED

Inventory pooling known as lateral transshipmemig direct deliveries can help
companies to maintain high service levels with loast. The effectiveness of the
spare parts inventory pooling or resupply has heeestigated by (Muckstadt, 2004)
who provides examples of systems using centrazetdecentralized strategies. The
author declared that in centralized arrangementspenies can decrease the amount
of inventory and safety stocks to one third ofdleeentralized situation.

In our study, we assume that companies can co@pwiidih each other in two
different inventory systems coordination:

» Decentralized,
» Centralized,

In the decentralized coordination, each manufacto@s his own production and

inventory system, while in the centralized coortiorg cooperative manufacturers run

a single inventory system to meet their cumulatigmand.

5.5.7. COOPERATION ANDBENEFITALLOCATION
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Companies who use complex machines need to stagldémand expensive
spare parts. Those companies can cooperate withather to meet their demands. A
diminished total cost of spare parts inventory ¢hi@vable and the distribution of
inventory costs among companies would be determimedsing cooperative Game
Theory models (F. Karsten et al., 2006).

We assume that manufacturers can cooperate with ether based on their
product sale price. Also, in the case of centrdlizeentory system they can rely on a
single inventory system for their coalition. Henbasically manufacturers have two
strategies to take:

» Cooperate: Make a coalition and establish the pbsale price based on
the coalition agreement to have an equally disteithumarket demand,;

» Defect: Decrease the sale price to encourage thkemep purchase the
product from them;

In a cooperative game, communication between pdaigenllowed, so they can
agree to reach a better outcome than Nash EquitibriCooperative games can be
studied in characteristic function form. Our gamecharacteristic function form is a
set of(N) players and a functiofit)which assigns a numbe(S) to any subsetC N.

The numbeiKg(S) assigned to the coalition (S) is interpretedhasamount that
players in the set (S) could win if they formedaaldion. A game in characteristic
form is said to be super-additive whéx(SUT) = Kg(S) + Kg(T) for any two
disjoint coalition(S) and(T).

For a coalitiorsS C N, we referKg(S) to the optimal expected payoff if all players

in coalition (S) would implement cooperatiofN) is the grand coalition (N=3) where
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all 3 players cooperate with each other Hg€N) is its optimal expected payoff. For a

given benefit allocation we reféV;) to the benefit or payoff allocated to player i.

5.5.8. THE CORE OFTHE GAME

A benefit allocation vectov = (Vj, ..., V,) is said to be in the core of the game if
it satisfies constraints formulated in Equationg & 74) (Rapoport, 1970, Martin

Shubik, 1985)(Guajardo &dhnqvist, 2012).

V; > Kg(i) Vie N

(72)
Z V, > Kg(S) VSEN
iesS (73)
D =KV
ieEN
(74)

Constraint 1 or Equation (72) corresponds to tlvidually rational condition,
which says that the benefit allocated to each plagrist not be greater than its stand-
alone payoff. Constraint 2 or Equation (73) coroesjs to a stability condition
(coalition rationality), which states that therens subsets of players such that if they
would form a coalition separate from the rest thewld perceive less benefit than the
allocation(V). Constraint 3 or Equation (74) corresponds toeffieiency condition
(collective rationality), which states that the softhe benefits allocated to all the
players equals the optimal payoff of the grand itoal and thus it takes full

advantage of cooperation. The core of the gamieeisét of all vector§V) satisfying
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three aforementioned constraints. In other words\aff allocated vector in the core
assures that the savings of cooperation are achi@ve makes all players to stay in
the grand coalition, without incentives for a playe stay alone or within a smaller

coalition.

5.5.9. BENEFITALLOCATION METHODS

In the case of coalition players can increase tpayoffs or benefits. In this
section we introduce two different methods for beaefit allocation among players of

the game.

55.9.1. SHAPLEY VALUE

Shapley (Shapley, 1952) suggested a solution corfoepcooperative games
which provides a unique imputation and represeaifis distributed fairly by an
outside arbitrator. The Shapley value is determiveexbd on three axioms:

* The symmetries in payoffs (Axiom 1);
» Irrelevance of a dummy player (Axiom 2);
* The sum of two games (Axiom 3);

Axiom 1 implies that if some players have symmetotes in payoff then the
Shapley values to these players should be the Janmi Axiom 2, the Shapley value
to the player who adds nothing to any coalitionudtidoe determined as zero. Axiom 3

says that if two games have the same player s, tthhe characteristic value of the
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sum game for any coalition should be the sum ofdharacteristic values of two
games. Based on the three Axioms, Shapley detesntlme unique values that is
derived from Equation (75) in which S denotes alitoa and |S| is the size of S

(Leng & Parlar, 2005).

(Isl - D! (N - IsD! |
V=) = [Ks(S) ~ Ky (S — D]

(75)

55.9.2. BARGAINING SET

In a cooperative game if players desire the stgolifered by the core, they will
be unable to reach an agreement, so they have agicechut to relax their stability
requirements. The bargaining set is a solution thi&ws players to reach an
agreement while guaranteeing some stability (Aum&nMaschler, 1961, Davis &
Maschler, 1962).

In a game with coalition structure, an objectionptdyer i against player j is a
pair (P,Y) where:

+ P CNis acoalition such thate P andj ¢ P;

* Yp < Kg(P) (Y is a feasible payoff distribution for the plagen P);

* VkePY,>ViandY; >V, (player i strictly benefits from Y, and the
other members of P do not do worse in Y than in V);

An objection (P,Y) of playe(i) against playe(j) is a potential threat by coalition
(P), which containgi) but not(j), to deviate from(V). The goal is not to chands),
but to obtain a side payment frdi) to (i) to modify (V).

175



An counter-objection to (P,Y) is a pair (Q,Z) where
* QCNisacoalition such thati € Qandj & Q;
*  Zq =< Kg(Q) (Yis a feasible payoff distribution for the players in Q);
* Vk € QZy = Vi (the members of Q get at least the value in V);
e VYkeQNP,Z > Yy (the members of Q which are also members of P
get at least the value promised in the objection);

In a counter-objection, play€f) must show that it can protect its pay&ff(j) in
spite of the existing objection €f).

A game with coalition structure the vectér= (V, ..., V,) is stable if for each
objection at(V) there is a counter-objection. The pre-bargainetgseBS is the set of
all stable members &f = (Vy, ..., V,,), socore(N, Kg, S)CpreBS(N, Kg, S).

Let I(N,Kg,S) = {VeVnns)|Vi = Kp({i))Vi € N} be the set of individually
rational payoff vector iViy k., s). The bargaining set BS is defined by Equation:(76)

BS(N,m,S) = I(N, ,S) n preBS(N, T, S)
(76)

5.5.10.THE GAME SETUP

Game Theory is applied to determine the inventopntrol policy for
manufacturers who manufacture a single part aridtdel the market while they can
cooperate or compete with each other. Our invergarpe has two players who have
two different strategies: coalition or competitiddecision-making on sale price (and

re-manufacturing efforts in a Green manufacturiiigagion) involves strategies which
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determine their production lot-size and inventoeydls. The market has a cyclic

demand which is stochastic, and in each periodrtaiket base for the spare part for

each manufacturer is known and the distributiothef demand is Poisson. The total

demand has to be distributed among players and fangtoters’ sale price strategies

affect their allocated demand. In this environmesinufacturers can cooperate with

each other or compete with each other that mearts@dahem has two strategies:

» Strategy 1: Coalition, manufacturers set their paleges in such a way that

gives them the highest profit;

» Strategy 2: Competition, manufacturers set thde peaces in such a way

that attracts more demand share;

The inventory game is a three-person non-zero-sammeg so we are looking for

Nash Equilibrium as the solution of the game. Basedthe players strategies

(cooperate or defect) different payoffs would bsigsed for each manufacturer. The

payoff matrix is depicted in Table 40.

Table 40: The payoff matrix of inventory game

MANUFACTURER 3

©

(D)

MANUFACTURER 2

MANUFACTURER 2

©

(©)

©

(D)

MANUFACTURER 1

©

K CCC,K%CCC, Kp3CCC

Kp'CDC,Kz*CDC, K53CDC

Kg'CCD, Kz2CCC,Kg3CCD

K'CDD, Kz?CDD, Kg*CDD

()

Kg'DCC, K*DCC, Kg®DCC

Kg'DDC, K*DDC, Kz*DDC

Kg'DCD, Kg*DCD, Kz*DCD

Kg'DDD, Kz?DDD, Kg*DDD

Moreover we assume that in the case of cooperadiaoh manufacturer must

invest on the cooperation agreement with the veg).
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Also, it has to be mentioned that the payoff matras been provided for two
different scenarios of centralized and decentrdlizezentory management. In the
centralized strategies, cooperative manufactuterarsingle inventory system to meet
their cumulative demand while in decentralized atitn each manufacturer has his
own inventory system.

Investigation of the payoff matrix tells us, chagsge the value of the cooperation
agreement ofK.o) determines the type of the spare parts inventarmeg In other
words, the aforementioned value changes the tygbeofame from Stag Hunt game
to Prisoners’ Dilemma and non-emptiness of the odrhe game which affects the
cooperation of the manufacturers. The followinggedure determines the type of the

game and the non-emptiness of the core:

1 1
Kecee ~ Keppp
* If Kgo < Min| KgZe. —Kgip | the cooperative strategy is feasible for

3 3
KBccc KBDDD

manufacturers, otherwise there is no motivatiorctyperation;

1 1
Ksepp ~ Keppp
* If Keo <Max| Kplep —Kgppp | the cooperate strategy dominates the

KB]?SDC_KB]?SDD
defect strategy, or the game has a Nash Equilibriwich is the

cooperate;

1 1 1 1
KBCDD - KBDDD KBccc - KBDCC
« If Max| Kppep —Kappp | < Keo < Min| Kgioe — Kgipe | the game

3 3 3 3
KBDDC Kg DDD KBccc KBCCD

has two Nash Equilibriums which are the cooperatkthe defect or the
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game is a Stag Hunt game, but according to theeratipn agreement

manufacturers can benefit more through cooperation;

KBécc - KBchc
* If Ko = Min| K. — Kgipe | the game has a Nash Equilibrium which

KB<3:cc - KB(SICD
is the defect or the game is a Prisoners’ Dilememaeay but according to
the cooperation agreement manufacturers can benadite through
cooperation;

(K ¢op+Keecp)—(Keppp+Kefpp)
2

1 3 \_(w.l 3 ] )
e If Keo < Min | KeencKsenc) Z(KBDDD+KBDDD) the essential constraint of

(Kpcc+Keheo)—(Keppp +Keppp)
2

the core of the game is satisfied;

5.5.11.NUMERICAL STUDY

In this section the inventory management of the ufacturers during 1-year of
production has been investigated. We assumed ligaimanufacturers possess the
market base demand for the product during the mtomtu year. In order to generate
the payoff matrix for the game, it is assumed ttet production, inventory and
marketing conditions are not changing during thedpction horizon and the required
parameters are consistent with Table 41.

We suppose all the parameters are the same foraallifacturers except fill rates

and the lead-tim€T) is 1-year.
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First, we start with the decentralized coordinathere manufacturers are

traditional manufacturers. The resulting payoff mxats depicted in Table 42. The

Table 41: Sample parametersed to generate the payoff matrix
Traditional manufacturer

Notation Parameter value

A 3
Cp 40
1/ 70
h 2
C Cooperate:150 & Defect:100
a 0.005
B 0.003

EFR M1=0.79, M2=0.89, M3=0.99

core of the game is non-empty and in the normalipech the resulting imputation

ratios for the manufacturers are [0.5386 0.529338h

Table 42: The payoff matrix of inventory game - Betralized coordination & Traditional

manufacturer

MANUFACTURER 3

©

©)

MANUFACTURER 2

MANUFACTURER 2

MANUFACTURER 1

© ) © (D)
©) 153.2,162.6,114.3 132.1,54.4,57 132.1,122.3,-35 31985
Demand 3,33 2.6,3.8,2.6 2.6,2.6,3.8 223434
Inventory 5,6,8 57,8 5,6,10 4,79
(D) 54.3,122.3,57 N:0 44,30,-71 N:0 44,98,-34.3 3136.-
Demand 3.8,2.6,2.6 34,3422 34,2234 3,3,3
Inventory 6,6,8 6,7,7 6,5,9 5,6,8

Investigation of the payoff matrix provides theldaling information:

If Kco < 122.2 the cooperative strategy is feasible for manufecty

otherwise there is no motivation for cooperation;

If Kco < 73 the cooperate strategy dominates the defect gyate the

game has a Nash Equilibrium which is the cooperate;
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o If 73 < K¢o <98.9 the game has two Nash Equilibriums which are (i)
cooperate, and (ii) defect, or the game is a Stagtkjame, but by a
cooperation agreement manufacturers, can gainiadalitoenefits;

o If Ko = 98.9 the game has a Nash Equilibrium which is the dedethe
game is a Prisoners’ Dilemma game, but accordinthéocooperation
agreement manufacturers can benefit more througpecation;

o If Ko <94.15 the essential constraint of the core of the game i
satisfied;

In Figure 40 the maximum expected payoff of the gdor each manufacturer

based on bargaining set and Shapley value hasdegpécted.
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Figure 40: Manufacturers’ maximum expected payofdecentralized coordination
Traditional manufacturers

Then, we investigate the centralized coordinationere manufacturers are

traditional manufacturers. The resulting payoff mxats depicted in Table 43. The
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core of the game is non-empty and in the normalipech the resulting imputation

ratios for the manufacturers are [0.5304 0.54033bh

Table 43: The payoff matrix of inventory game - €alized coordination & Traditional manufacturer

MANUFACTURER 3

©) (D)

MANUFACTURER 1

MANUFACTURER 2 MANUFACTURER 2
© () © (D)

©) N: 1&2&3 638.3 N:1&3 280.4,54.4 N:1&2 343.5,-34.8 :0ND9,31,-34.3
Demand 9 5238 52,38 22,3434
Inventory 17 12,7 9,10 4,79

(D) N:2&3 280.4,54.3 N:0 44,30,-71 N:0 44,98,-34.3 R1025,-34
Demand 52,38 34,3422 34,2234 3,33
Inventory 12,6 6,7,7 6,5,9 5,6,8

Investigation of the payoff matrix provides theléaling information:

If Kco < 181.76 the cooperative strategy is feasible for manufacty
otherwise there is no motivation for cooperation;

If Kco < 73 the cooperate strategy dominates the defect gyrate the
game has a Nash Equilibrium which is the cooperate;

If 72 < K¢o < 158.36 the game has two Nash Equilibriums which are (i)
cooperate, and (ii) defect, or the game is a Stagtgame, but by a
cooperation agreement manufacturers, can gainiaaalitoenefits;

If Kco = 158.36 the game has a Nash Equilibrium which is the defec
the game is a Prisoners’ Dilemma game, but accgridirthe cooperation
agreement manufacturers can benefit more througpecation;

If Kco < 141.7 the essential constraint of the core of the gansatisfied,
so this game does not match the Prisoners’ Dilenamd,it remains as a

Stag Hunt game whil@3 < K¢o < 141.7;
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In Figure 41 the maximum expected payoff of the gdor each manufacturer

based on bargaining set and Shapley value hasdepécted.
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Figure 41: Manufacturers’ maximum expected payo@&ntralized coordination
Traditional manufacturers

Now, we can consider the effect of re-manufacturlhg assumed that only one
of the manufacturers can switch to re- manufactutinbenefit more in their payoffs.

The required parameters are listed in the Table 47:

Table 44: Sample paramet&rsed to generate the payoff matrix
Green manufacturer

Notation | Parameter value
T O<z<1
C, 25
B 50

First, we study the decentralized coordination whehere is a Green
manufacturer. The resulting payoff matrix is degictn Table 45. The optimal level
of GMEP is 30%. The core of the game is non-emptyia the normalized form the

resulting imputation ratios for the manufacturenes [@.5386 0.5293 0.5138].
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Table 45: The payoff matrix of inventory game - Betralized coordination & Green manufacturer

MANUFACTURER 3
©) (D)
MANUFACTURER 2 MANUFACTURER 2
© (D) ©) (D)

. ©) 153.2,162.6,132.3 132.1,54.4,75 132.1,122.3,-12.3 9,319-14
o Demand 33,3 2.6,3.8,2.6 2.6,2.6,3.8 2.2,3.4,3.4
5 Inventory 5,6,8 5,7,8 5,6,10 4,79
% ®) 54.3,122.3,75 44,30,-55.7 44,98,-14 31,2516
% Demand 3.8,2.6,2.6 34,3422 34,2234 3,33
= Inventory 6,6,8 6,7,7 6,59 5,6,8

Investigation of the payoff matrix provides theléaling information:

If Kco < 122.2 the cooperative strategy is feasible for manufecty

otherwise there is no motivation for cooperation;

If Kco < 73 the cooperate strategy dominates the defect gyrate the

game has a Nash Equilibrium which is the cooperate;

If 73 < Ko < 98.9 the game has two Nash Equilibriums which are (i)

cooperate and, (i) defect, or the game is a Stagt lgame, but by a

cooperation agreement manufacturers, can gainiaaalitoenefits;

If Kco = 98.9 the game has a Nash Equilibrium which is the dejethe

game is a Prisoners’ Dilemma game, but accordinthéocooperation

agreement manufacturers can benefit more througpecation;

If Kco < 94.15 the essential constraint of the core of the gansaiisfied,

so this game does not match the Prisoners’ Dilenamd,it remains as a

Stag Hunt game whil23 < K¢q < 94.15;

In Figure 42 the maximum expected payoff of the gdor each manufacturer

based on bargaining set and Shapley value hasdepécted.
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Figure 42: Manufacturers’ maximum expected payofdecentralized coordination
Green manufacturer (M3)

Then, we investigate the centralized coordinatioheng there is a Green

manufacturer. The resulting payoff matrix is degdicin Table 46. The optimal level

of GMEP is 30%. The core of the game is non-emptyia the normalized form the

resulting imputation ratios for the manufacturees [@.5338 0.5436 0.5295].

Table 46: The payoff matrix of inventory game - €alized coordination & Green manufacturer

MANUFACTURER 3

©) (D)
MANUFACTURER 2 MANUFACTURER 2
© (D) ©) (D)

©) N: 1&2&3 651.1 N:1&3 293.9,54.4 N:1&2 343.5,-12.3 :0ND9,31,-14
E Demand 9 5238 5.2,3.8 22,3434
5 Inventory 17 12,7 9,10 4,7,9
% (D) N:2&3 293.9,54.3 44,30,-55.7 44,98,-14 N:0 31,25,-1
% Demand 52,38 34,3422 34,2234 3,33
= Inventory 12,6 6,7,7 6,5,9 5,6,8

Investigation of the payoff matrix provides theléaling information:
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Payoffs
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If Kco < 186 the cooperative strategy is feasible for manufecty
otherwise there is no motivation for cooperation;

If Kco < 73 the cooperate strategy dominates the defect gyrate the
game has a Nash Equilibrium which is the cooperate;

If 73 < Ko < 162.6 the game has two Nash Equilibriums which are the
cooperate and the defect or the game is a Stag ¢&ume, but according
to the cooperation agreement manufacturers canfibenere through
cooperation;

If Kco = 162.6 the game has a Nash Equilibrium which is the defec
the game is a Prisoners’ Dilemma game, but accgridirthe cooperation
agreement manufacturers can benefit more througpecation;

If Kco < 139.5 the essential constraint of the core of the gansaiisfied,
so this game has no Prisoners’ Dilemma type anmdnitains as a Stag

Hunt game whil&/3 < K¢g < 139.5;
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1 | Grand coalition
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[l Double-Bargaining set
Il Shapley Value

2
Players 1:M1 2:M2 3:M3

Figure 43: Manufacturers’ maximum expected payoffentralized oordination

Green manufacturer
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In Figure 43 the maximum expected payoff of the gdor each manufacturer
based on bargaining set and Shapley value hasdepécted.

In Table 47 the cumulative payoff, the cumulatimeentory level and GMEP for
the Green manufacturer of the game for differennlmioations of decentralized,
centralized, traditional and Green manufacturirggleted.

» Decentralized, traditional manufacturer main maatufieer (DC-T);
» Decentralized, Green manufacturer main manufac{xérG);
* Centralized, traditional manufacturer main manufeat (C-T);

» Centralized, Green manufacturer main manufact@esg};

Table 47: The cumulative payoff

DC-T DC-G C-T C-G
TOTAL PAYOFF 430.1 448.1 638.3 651.1
TOTAL INVENTORY
LEVEL 19 19 17 17
GMEP 0 30 0 30

5.6. SPAREPARTS' PRICE LEADERSHIP

5.6.1. INTRODUCTION

In the aftermarket business, the supply of sparts gan be investigated through
the life span of the parent product. In other wprtie spare part supply can be
categorized into two periods of the time span hkefend-of-production of parent
product and the time span after that period. bt fieriod, OEMs have a monopolistic

market for their aftersales services but in theosdcperiod there is a competition
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among OEMs and will-fitters. Game Theory can imgrowr clarify interactions

between different manufacturers who are competigginst each other based on
determination of sale prices to attract more madehand share. In our study, we
consider the OEM as the price leader and the widf6 as fringe and the spare part
inventory game is setup as a competitive fringe gyairhe solution of the game

determines the OEM sale price decision-making amdritory level.

5.6.2. COMPETITIVE FRINGE SPARE PART INVENTORY GAME

Spare parts are manufactured along with the ofigimaparent product. The
manufacturer keeps the inventory of spare partafter sale services during warranty
period, rendering period, and post warranty periddailability of the spare parts
during the life span of the product affects the petitiveness of the OEM in the
market, meanwhile there are some legal obligationthe OEM to supply spare parts
during that period in some countries. In other vgorthe OEM should supply spare
parts for the parent product during product lifeleyand the time span between end-
of-production and end-of-service. For instanceainomobile industry in Germany,
the life span of the products is 15 years (Indénf& Mukherjee, 2008).

Normally there is a monopoly for the OEM to suppglyare parts during the
product life cycle. By the beginning of the endpobduction, other manufacturers
who can produce the same parts, known as willréiftenter to the aftermarket and
absorb some share of the demand for spare partsn \Whmonopoly ends, the OEM

maintains a cost advantage over later manufactuféses OEM becomes a dominant
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firm: a price-setting firm that competes with pried&ing firms. The small price taking
firms that compete with a dominant firm are calllee competitive fringe.

In other words, the dominant-firm model of pricadership assumes that there is
a main manufacturer known as OEM and many smallufaaturers known as will-
fitters whose production rates are not large endagiffect the sale price. According
to (Scherer & Ross, 1970), “Dominant firm pricedeeship occurs when an industry
consists of one firm dominant in the customary sewfsthe world i.e. controlling at
least 50% of the total industry output plus a cotitige fringe of firms, each too small
to exert a perceptible influence on price throuth individual output decisions”.
When will-fitters in the fringe acting as price &k, the OEM is left as the only player

who is able to set price and maximize the profiiject to its residual demand curve.

5.6.3. THEMARKET DEMAND

In many markets, the successful manufacturer has gkill to plan its
production/inventory in advance to take benefith&f predicted demand conditions. In
fact, a considerable amount of time and money & forecast the demand. In a
competitive market, the transmission of the infaiorafrom demanders to suppliers
is not efficient. The dominant firm has an inceatto invest in demand information,
and the size of the competitive fringe depends rdormation costs and demand
variability. In other words, the competitive fringarinks when the information cost

and demand variability increase.
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During the product life cycle, the OEM managessipsre parts production and
inventory economically in a monopolistic market. fdover, the demand for spare
parts is predictable because of existence of tiseomer linkage, current information
on performance of the market demand for the papeotiuct and up-to-date time
series data (Inderfurth & Mukherjee, 2008). Oneae@EM stops the production of the
parent product, the time span between end-of-ptemuand end-of-service, there is
no demand for the parent product but spare partaildhbe supplied as the
replacement parts for the existing products. Spets management in this phase
become challenging because of the demand uncgrtant emergence of the will-
fitters into the market.

Spare parts demand is intermittent and due todh&e of characteristics of spare
parts demand, we can consider the demand for g@ette as a Poisson process as it
was discussed in the section 5.2.3. The OEM cascést the parent products failure
rate or intensity factor that determines the exgmbaverall demand for spare parts,
which is parametef)). We suppose that the sale price affects the dveratket
demand. Once the OEM raises the price, some customk leave the market and
their demand is met from refurbished parts by thpatties. The overall market
demand is a function of sale pri€e) and the parent product failure rqfe as it is
formulated in Equation (77) that provides the mademand curve. The OEM differs
from a monopolist in one respect. If the monopofisises the sale price, some
customers will leave the market. However, if theNDEaises the price, there is a
possibility that a price increase encourages sams&mers to start buying from the

will-fitters. So the OEM must factors in the reactiof the will-fitters.
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QD = f(CSf}\)
(77

5.6.4. THEMANUFACTURERCOSTFUNCTION

The manufacturers cost function includes cost adpction, holding cost and
backorder cost. The OEM strategies are determimatiche sale price and the spare
parts stock level in the order-up-to level invegttrat it was discussed in the section
5.2.4. In this section, implementation of the ordpfto level inventory policy is
explained and the marginal costs of production ianeéntory for the manufacturers
(Mc; vi € {OEM &will — fitters}) are provided.

We must calculate the cost of production and inmgntEquation (78) gives us
the cost of production and inventory in which expddackorder (EBO) and expected

inventory (El) are calculated from Equations (4@ X):

MC; = cp; X S; + p; X EBO(S;) + h; X EI(S;)
(78)

The profit or the payoff the manufacturers is chdtad as the difference between
revenue from selling parts and cost of productiod @ventory which is described in

Equation (79) in which expected fill rate (EFRa&culated from Equation (39):

Hi = Cg X Qi X EFR(SL) - MCl
(79)
As we can see the cost of the production and ivgns a function of demand

and order-up-to level which is the strategic adiofthe players. Moreover there are
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different parameters that affect the cost of prdidncand inventory. The required

parameters are listed in Table 48.

Table 48: Cost of production and inventory paramsete

Notation Parameter definition

S Spare parts inventory level (in units)

Variable cost of production (in dollars per unjt)

p Penalty cost (in dollars per unit per period
h Holding cost (in dollars per unit per period)
Cg Sale price (in dollars per unit)

Q Demand

We suppose that both the OEM and will-fitters gopl@ng one-for-one policy
for their spare parts inventory management. Accgydio the formulation and
parameters that are introduced in this sectionptheginal costs of the manufacturers

are calculated.

5.6.5. THE GAME SETUP

In our study, the spare part inventory control sdeled as a dominant firm with
a competitive fringe game where the OEM plays asdbminant firm and the will-
fitters are playing as the competitive fringe. Tgsme is the combination of the
monopoly and perfect competition games. As in meré®mpetition, it is rational to
assume that the small firms or will-fitter are prtakers. However, it is not rational to
neglect the impact of the OEM price setting. Therefthe OEM sets the market price
and the will-fitters form their inventory decisionaking considering this market price.
The OEM is Strategic, means it takes into accob@titpact that its actions have on

the will-fitters’ actions. The will-fitters are Nestrategic.
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The equilibrium of the dominant firm-competitiveinige determines the
manufacturers spare part inventory policy includitng OEM price setting and
allocation of the market demand among the manufaxgwand consequently the level
of inventory.

The solution of the game can be described in thieges as follows:

* Find the residual demand;
* Find the OEM'’s optimal quantity supply;
» Find price and will-fitters quantity supply;
The residual demand equals to the difference betwesrket demand and will-
fitters marginal cost when price is:
» Below the intersection of market demand and witefs marginal cost;
» Above the vertical intercept of will-fitters margihcost;
Otherwise the residual demand equals to the maidmiand. Intersection of the

market demand and will-fitters marginal cost iscaédted from Equation (80):

Qo(Cs) = Quic,, () = solve for ¢ = ¢ = ¢y
(80)

Vertical intercept of the will-fitters marginal das derived from Equation (81):

Qumc,,(cs) = 0 - solve for ¢ = ¢c5 = ¢y,

(81)
So the final residual demand is calculated fromdfign (82):
i {QD(CS) - QMCWf(CS) ifCSZ =6 < Csl}
Residual Demand = .
Qp(cy) otherwise
(82
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The OEM'’s optimal quantity suppl§Qorm) is determined byYMR = MCqogm).
(MR), is the inverse residual demand with double tbpesl Therefore, the OEM will
allocate(Qogm) units out of the overall market demand to its€lfe price settingc;)
is given by substitutingQogym) into the inverse residual demadR). Finally, the
will-fitters quantity supply(Qwg) is given by the will-fitters marginal curve at the

setting price(cy).

5.6.6. NUMERICAL STUuDY

In this section the spare part inventory managenoéra single-item for the
manufacturers during 1-year of production has beeestigated. We assume that the
OEM possesses the market demand intensity rateagltine time span after product
life cycle. The game has two types of players: @EM and will-fitters and the
solution of the dominant firm-competitive fringe ga provides price setting and
inventory policy for the manufacturers.

We suppose that will-fitters are acting as frinjegether, and each manufacturer
implements its own inventory and production sesinbhese required parameters for
the OEM and will-fitters are listed in Table 49. tBananufacturers have the same

lead-time and fill rates.

Table 49: Sample parameters used to generate tiggnalecosts

Notation OEM Will-fitter
<y 8 10
80 100
1.6 2
Decision .
Cs variable Price taker
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Notation OEM Will-fitter
T 1 1
EFR >0.8 >0.8

The overall market demand arrives as a Poissorepsoand the intensity rate of
the demand is a function of the sale price thagii®n as an arbitrary function

(Equation 83):

17—cg
Q=7 (83)
The cost of production and inventory for the OEMI avill-fitters are calculated
based on implementing order-up-to level inventasliqy and the results are listed in

Table 50:

Table 50: The manufacturers’ costs

S MCopy | MCyinfite
Initial cost 9.83 12.29
1 29.1 36.38
2 41.33 51.66
3 54.19 67.63
4 67.72 84.65
5 78.76 98.46
6 89.96 116.03
7 101.23 126.53
8 112.53 140.66
9 123.83 154.78
10 133.65 167.07

In figure 44 the trend of the suppliers’ inventargsts vs quantity supply is
depicted. As we can see, it is practical to condidis trend linear, which results in a
constant marginal cost. The solution of the gameemesented in figure 45 and

explained as the three following steps:
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Figure 44: The Dominant firm-competitive fringe entory costs vs. quantity supply

Stepl: Find the residual demand

[0,4] ifcg =15
Residual Demand =1 17 — ¢,
0.5

otherwise

Step 2: Find the OEM'’s optimal quantity supply

15124  if0<Q< 4}

Inverse Residual Demand = {—O.SQ +17  otherwise

i <
MR={ 15.124 1f0_Q<4}

—Q+ 17  otherwise

MR(Q) = MCpgm(Q) - solve for Q - QoM = 5
Step 3: Find price and will-fitters quantity supply

Replace Qggy in Inverse Residual Demand - 17 — 0.5Qggm — cs = 14.5

Replace c; in MCy¢ = Qi =0
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Figure 45: Price-supply diagram

After determination of the price setting, and thptimal quantity of the
manufacturers we can refer to the marginal costtian and determine the allocated
order-up-to levels for each manufacturer. Tabldéi€& the optimal sale price, quantity

supply and levels of inventory for the OEM:

Table 51: The optimal spare part inventory policy

Notation OEM
Q 5
cg 14.5
S 8
n 125

So the OEM enters the parts to the market withigeghat makes the will-fitters
to drop out of the market and leave all of the dednto the OEM. The potential
supply of fringe is irrelevant and the OEM becoraesionopoly. In another scenario

we assume that the OEM still follows order-up-teeleinventory policy and fringe
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firms supply spare parts to the market with a gigaantity-price function or supply

curve that is known by the OEM. In other words, tverall market demand rate is

14

(Qp = 30 — c,) and the will-fitters supply curve (swa = %) which are predicted

by the OEM. The solution of the game is represemtefigure 46 that results in
(Qoem = 10.26) ,(Qys = 3.23) (cs = 16.59) and the demand rate that is satisfied

through refurbishment is 16.51.
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Q
220 == Will-fitters Supply
o
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%
10 ===Residual Demand
5
0
0 5 10 15 20 25 30

Quantity Supply

Figure 46: The competitive fringe price-supply dag
In next section we investigate the effect of hajdoost on pricing strategy. In
table 52, the changes of the OEM'’s holding cost isma@ffect on the price setting,

OEM'’s marginal cost, allocated demand rate, optissé price, average inventory

level, cost and profit are listed.
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Table 52: The effect of holding cost on pricingattgy

h MC Qoem Qwr Price AlL Cost Profit
0.40 11.77 10.60 3.04 16.44 3.67 147.87 5.79
0.80 11.87 10.49 3.11 16.49 3.77 147.49 6.98
1.20 11.97 10.38 3.17 16.54 3.87 147.29 7.90
1.60 12.07 10.26 3.28 16.59 3.97 147.28 8.53
2.00 12.17 10.15 3.29 16.64 4.08 147.45 8.89
2.40 12.27 10.03 3.36 16.69 4.18 147.80 8.98
2.80 12.37 9.92 3.42 16.74 4.29 148.33 8.78
3.20 12.47 9.81 3.48 16.79 4.40 149.04 8.31
3.60 12.57 9.69 3.54 16.84 451 149.93 7.58
4.00 12.67 9.58 3.61 16.89 4.62 150.99 6.57
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CHAPTER 6

6. CONCLUSION

The comparison of the renewal cost and replacemestt of different products
with variety of prices and parts declares thatabst of the renewal of the products is
significantly higher than the replacement cost.sTihiplies that the price of the spare
parts is much more than the cost of the parentymtsdand the ratio between the
renewal cost and the replacement cost follows taicepattern. The consistency of
this ratio states that most OEMs implement cosetdas mark-up pricing to retrieve
the final price of spare parts. The main disadwgegaof cost-based pricing are under-
pricing and over-pricing that leads to lower-tharerage profitability, and ignoring
competitiveness of the parts in the market. Thas#ofs are against the spare parts
prices sustainability. This issue has been addidegse competition-based pricing or

strategic pricing by setting up the spare parteimery games that are listed in Table

53.
Table 53: List of spare parts inventory games
Game Players Cooperation
1 OEM Against Market OEM & Market Non-cooperative e
2 OEM Against Will-fitter OEM, Will-fitter & Market Non-cooperative
3 Evolutionay Spare Parts OEM and Will-fitter Cooperative/Non-cooperative
Inventory Game
4 Cooperative Spare Parts 3-Manufacturer Cooperative
Inventory Game
5 Spare Parts' Price Leadershi OEM & Will-fitters Non-cooperative
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In the first game, Game Theory is applied to deteenthe sale price and the
spare part stock level for an OEM who manufactsiegle-item spare parts, keeps
them in the inventory with order-up-to level inveryt policy and sells them to the
market. This non-cooperative game has two playeesOEM and the market. In the
aftermarket business, other than the OEM as atmnafighanufacturer, there are other
low cost manufacturers, known as will-fitters, ahedy compete with each other on
their sale prices to absorb more customers. The Q&d8esses the information of the
original parts failure rates and can predict tHecated demand rates including: the
upper bound intensity factor and the lower bourtérisity factor with respect to its
selected sale price. The market can be consideseshaunreasoning entity whose
strategic choices affect the payoff the OEM, butolwhhas no interest in the outcome
of the game. In this game there is no dominantl leeventory for the OEM, so the
game has the mixed strategy solution. The soludfathe mixed strategy provides the
OEM'’s optimal sale price and the OEM’s expectedagfiaglistribution in relation to
the market’'s expected demand. The OEM choosesptimal level of inventory with
respect to the probability of intensity factorstttiee market can choose among them.
Furthermore, the comparison of the maximum attdephyoff and guaranteed payoff
in the uncertain situation would justify the OEMegtra investment on the demand
forecasting efforts.

The second game studies the spare parts inventobjepn as an N-person non-
zero-sum single-shot game. This non-cooperativeeghas three players: the OEM,
the will-fitter and the market. The manufactureas only forecast the market's base

demand for the parts during the production horiZidre game has been modeled as a
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game against nature which means the manufactul@ysagainst the market. In this
game there is no dominant level of inventory fa @EM, so the game has the mixed
strategy solution. The solution of the mixed sggteletermines the strategy of the
OEM to maximize his payoff in the aftermarket besis. The strategies of the OEM
are the determination of the level of inventory asale prices in traditional
manufacturing system. Furthermore, in another cemation, we implement the re-
manufacturing processes in the inventory game iiclwthe OEM has an ability to
produce the whole or some part of his productionaduhe recycling process or re-
manufacturing. In this environment, the solution tbe game provides the re-
manufacturing effort and the cost of collectionrefisable products for the OEM. In
other words, the theory of games in our spare pavsntory problem provides the
expected payoff distribution in relation to the Ipability of the market's expected
actions. The OEM chooses his optimal level of inwgn pricing strategy and re-
manufacturing effort with respect to the probapitf the demand distribution.

The third game investigates the spare parts invengmblem as an N-person,
non-zero-sum and repeated game. This cooperativ@ooperative game has two
players: the OEM and his competitor known as thefitter. It has been assumed that
the original product is in its normal or repetitipbase. In this phase, demands for
spare parts are stochastic and repetitive whiclvearas a Poisson process. The
manufacturers are implementing the Newsvendor itovgrpolicy to stock spare parts
for the upcoming demands over the production harikdanufacturers must decide on
their pricing strategy and respectively their legkinventory to optimize their payoff

in the aftermarket. The pricing strategies havenbewestigated through repeated
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Prisoners’ Dilemma game and ESS analysis where tBex transition from Prisoners’
Dilemma to Stag Hunt games. Moreover, the effecttrd re-manufacturing is
investigated as an option for the manufacturemmaoufacture more sustainable parts
and increase the profitability of the spare pausitess. Based on the results that have
been provided in previous sections we can presenfotlowing conclusions:

1. The minimum sale price that makes the spare passniory game
profitable for the manufacturers is derived which defined as the
marginal cutting sale price.

2. The minimum cooperative sale price that establisties spare parts
inventory game as a Prisoners’ Dilemma is derived.

3. The maximum cooperative sale price is derived whsthtes that
manufacturers should never defect as long as thexgrobability for the
future game.

4. The results of the ESS state that the Nash Equitibiof the Prisoners’
Dilemma spare parts inventory game is (DD), whiakans both players
defect, and the equilibrium point is evolutionatgtde (ES).

5. The increase of the sale price above the value hef taximum
cooperative sale price changes the game type frigorfers’ Dilemma to
Stag Hunt game.

6. The Stag Hunt spare parts inventory game has tveh [Bguilibriums and
it has a mixed strategy solution. In other wordgs game has two ES
equilibriums (including cooperation and defect) @nldas unstable mixed

strategy equilibrium.
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7. In Stag Hunt game, as sale price increases thecehah cooperation
increases.

8. The optimal re-manufacturing effort is derived amghlementation of the
re-manufacturing states that manufacturers carhreasimilar payoffs as
the traditional manufacturing processes by insgrtower sale prices. In
other words, implementation of the re-manufactugag guarantee more
sustainable parts both environmentally friendlyengsd price wise while
satisfying the expected payoff for the manufacturer

The fourth game investigates the cooperation okpae parts’ manufacturers in
a three-person (there are three manufacturers ahontanufacture a substitutable
spare part) cooperative game setup. In this gamsufacturers can decide to
cooperate with each other on sale prices and astiagcentralized inventory system
while there is a cost asserted as a binding agneecost. Determination of decision-
making on cooperation or defect depends on spatespke price variation and the
cost of binding agreement which are investigatethasPrisoners’ Dilemma and Stag
Hunt game. Two different methods of Shapley valuel @8argaining set are
implemented to allocate benefits of cooperation @gnoooperative manufacturers.
Moreover, a centralized inventory configuration foanufacturers who decide to rely
on a cooperative inventory system is designed andngparison between inventory
levels and cost of inventory for two different cas# centralized and decentralized
inventory configuration is studied. To investigatee effect of the Green
manufacturing on cost of inventory, it has beemuassl that one of the manufacturers

can implement re-manufacturing to produce sparetsspand the role of re-
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manufacturing on payoffs of the manufacturers iopavative inventory games is

investigated while the optimal level of re-manutaictg effort is calculated. The

results of the game can be listed as follows:

1.

The variation of sale prices and cost of coopemnatigreement changes the
type of the inventory game from Prisoners’ DilemtagStag Hunt game
which changes the Nash Equilibrium of the game.

Our method first checks the non-emptiness of the obthe game. Then
it determines whether manufacturers should coopematiefect for given
sale prices and variation of the cost of coopenatigreement.

The centralized inventory system configuration pies more profit for
the manufacturers with less inventory level.

In the centralized configuration there will be nasBners’ Dilemma game
and the game stays as the Stag Hunt game.

Re-manufacturing improve the total profit of thematacturers while the

inventory level stays the same.

In the last game, the competition of the OEM ant-fitiers in the aftermarket

business during the time span between end-of-ptmiuand end-of-service of the

original or parent product is investigated. Unlikee period during the product life

cycle, there is no monopoly for the OEM to supppare parts after the end-of-

production cycle. In this period other competiterser to the market and compete

with the OEM to absorb more market demand sharthspares. Spare parts demand

is intermittent and the demand arrival is consideae a Poisson process. The OEM

can forecast the parent products failure rate tensity factor that determines the
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expected overall demand for spare parts. The sate pffects the overall market
demand. Once the OEM raises the price, some customih leave the market and
their demand is met from refurbished parts by tipiadties and the rest of customers’
demands are allocated among the OEM and will-§itter this environment the OEM
is considered as the dominant firm and will-fittenee considered as fringes. The
interaction of the spare parts suppliers is studiedhe competitive fringe game. In
first scenario, both groups of manufacturers imgetmorder-up-to level inventory
policy to manage their spare parts stock levelsrésults in constant values marginal
costs. Hence, the OEM enters the parts to the maikie a price that makes the will-
fitters to drop out of the market and leave alttef demand to the OEM. The potential
supply of fringe is irrelevant and the OEM becoraesonopoly. In another scenario it
has been assumed that the OEM still follows orgeteulevel inventory policy and
fringe firms supply spare parts to the market vatlgiven quantity-price function or
supply curve that is known by the OEM. The pricadiership solution determines the
optimal sale price and inventory level for the OEM.

This research has introduced several game thearapproaches to study OEM’s
decision-making on inventory levels, Green manufidéet) and pricing strategies. The
suggested strategic spare parts pricing methodsrfaecthe customers’ willingness to
purchase the spare parts, the demand uncertaingy, market uncertainty, the
competitiveness of the parts in the market, theéilgia of the cooperation or
competition in price setting, the marginal costs d&signing an agreement for
cooperation, and the marginal cost of productioth ianentory. The consideration of

aforementioned factors in spare parts price setsng convincing reason for the
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OEMs to replace cost-based pricing with strategiciqpgy to gain more profits in the
aftermarket business. However, the ratio betweea ténewal cost and the
replacement cost of the products can be distingdists a factor to count the fairness
of the pricing. Because of the high ratio for tleéested products, it is evident that the
spare parts pricing is unfair. Hence, it is possith add this ratio to the price
sustainability description and include it into s&gic pricing formulations as a factor

that affects the demand and supply curves.
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APPENDIX

7. DATA ACQUISITION

ONLINE DATABASE: The main source of gathering information is an tioiafl
online database which is RealOEM.com. Despite bamgnofficial website, there is
very accurate and up-to-date parts informatiorhia tvebsite. It is possible to find a
specific car on this website via two ways, onedale&ing a car using its model and
other detailed specification, and the other wagoisearch a car through its vehicle

identification number (VIN) which is used in thisdy.

No. Description Supplement Qty From UpTo PartNumber Price Notes Photo
01 PRIMED FRONT BUMPER TRIM 1 51117140859 $403.52

For vehicles with

Headlight cleaning system S502A=Yes
01 |PRIMED FRONT BUMPER TRIM 1 51117170052 $423.97

For vehicles with

NATIONAL VERSION CANADA  L838A=Yes
and

Park Distance Control (PDC) S508A=Yes
PRIMED FRONT BUMPER TRIM 1 51117170051 $423.97
For vehicles with

NATIONAL VERSION CANADA  L838A=Yes
and

Headlight cleaning system S502A=Yes
and

Park Distance Control (PDC) ~ S508A=Yes

(=
s

Figure 47: Subassembly diagram and correspondirtg st
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After the vehicle has been identified in the cajal® the desired subassembly

diagrams and parts lists can be accessed. Howngmprocess does not include the

identification of additional features in the velickuch as seat heating or sunroof.

These features have to be screened in the partmdisually. Figure 47 shows how

subassembly diagrams and the corresponding psidsalie illustrated in the database.

The website provides a diagram and corresponditiglotae with the following

information for each part:

Number (No.) — A number for identifying a part fraire diagram in the
list and vice versa;

Description — Name of the part, e.g. “Support Ferast”;

Supplement — Additional information about usagéedaa. For example, if
a part comes only in combination of a certain fegtu

Quantity (Qty) — The used quantity of this parthis subassembly;
Production period (From, Up To) — Indicates in whitme period a
certain part has been used,

Part Number — Unique serial number for every BMW;pa

Price;

Notes;

Photo:;

STRUCTURE OF BMW PARTS LisTS: BMW uses a structure for arranging

subassemblies. This structure shall be illustratetthis section. The whole vehicle is

divided into Main Groups (MG) such as Engine, Traission, Front Axle etc. These
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MG are further divided into so called Sub Group&)Y@and Sub Sub Groups (SSG).
This structure has been illustrated in Table 54.

Table 54: BMW subassembly structure

Vehicle
T
[ I I
MG Engine Seats Rear Axle
I
1 1
Front Electr.
56 Seat Bea: peat Farts
| - I_I—.
: LCenter
S5G Headrest Cover i e
[ I_}—I
Drinl ]
Parts Armrect Holder Clip

PRESENTATION OF THE VEHICLES: For this study, two models of BMW cars
including 328i and X6 have been selected. The B28hosen by the criteria of highest
market presence of BMW cars. The 3 series is tist-dmling model of BMW in
recent years. The X6 is chosen as a high pricduaoly car among BMW series. The
exact vehicles which have been chosen for thisysinel presented as the following:

1. Models: As it was mentioned two BMW models are celeé and the

detailed information of the vehicles is listed iables 55.

Table 55: BMW 328i Sedan & BMW X6 SUV model infortiza

BMW 328i Sedan (E90) BMW X6 3.5i (E71)
Exterior Jet Black Mineral silver metallic (A14)
Interior Leather Dakota Gray Leather Nevada (LUSW)
Transmission Automatic Automatic
Fuel Type Gas Gas
Mileage (03/05/2012) 37,000
Production Date 04/17/2008 11/09/2008
VIN WBAVA37588NL54270 5UXFG43529L222179
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BMW 328i Sedan (E90) BMW X6 3.5i (E71)

Type Code VA37 SC
Steering Left Left
Doors 4 4

Engine N52K N54

2. Features: The detailed features of two vehicles Hmen identified and

listed in Tables 56.

Table 56: BMW 328i Sedan & BMW X6 SUV features infation

BMW 328i BMW X6
Code Description Code Description
S205A Automatic transmission S1CAA Dummy-SALAPA
Multifunction steerin
S249A g S248A Steering wheel heater
wheel
BMW alloy wheel, double
S2BGA spoke 161 S2VBA Tyre pressure control (TPC)
S2VBA Tire pressure control (TPC) S316A automatic tr'unk lid
mechanism
s2 Sport leather wheel + shift S319A Integrated universal remote
paddles control
Integrated universal remote
S319A g univ S322A Comfort access
control
S403A Glass roof, electrical S3AGA Reversing camera
S430A |nter|or/out5|de.m|rror with S430A Interior/outside mirror with
auto dip auto dip
S431A Interior mlr.ror ywth SA31A Interior mir_ror \_/vith
automatic-dip automatic-dip
S441A Smoker package S441A Smoker package
SA59A Seat adjuster, electric, with SA59A Seat adjuster, electric, with
memory memory
S465A Through-loading system S464A Ski bag

PROCEDURE FOR COLLECTING DATA: This section provides a quick overview
about the procedure that has been developed anctltegefor downloading the
information of thousands parts from the databasgewhaintaining a uniform data
structure.

1. Downloading Data: Before the actual downloadingcpss was started, all

relevant MGs, SGs and SSGs were identified. This mecessary since
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not all of them are included in the vehicles whwére analyzed in this
study. By using a VBA Excel program, it was possily download all
parts lists of a MG into an Excel file. In thesaliindual files the first
sheet represents the overall results for this Mi@ds Eheet is followed by
sheets for every SG containing all SSGs accordingly
. Revising Data: As mentioned before, after the dhaih been downloaded
from the database, it had to be revised. The fofigumeasurements have
been performed:
» Deleting irrelevant parts such as:
« Parts that do not fit the production period of Wiedicle;
* Parts that only come in combination with featurégclv are not
included in the vehicle;
» Sample comparisons of prices with different welssite
* Entering missing prices by searching the part nurobewebsites
such as:
* http://parts.omwofsouthatlanta.com/
e http://www.ecstuning.com/
e http://www.online-teile.com/bmw/

» Entering missing quantities;
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