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ABSTRACT

This dissertation is a study on the use of swarm methods for optimization, and is divided into three main parts. In the first part, two novel swarm metaheuristic algorithms—named Survival Sub-swarms Adaptive Particle Swarm Optimization (SSS-APSO) and Survival Sub-swarms Adaptive Particle Swarm Optimization with velocity-line bouncing (SSS-APSO-vb)—are developed. These new algorithms present self-adaptive inertia weight and time-varying adaptive swarm topology techniques. The objective of these new approaches is to avoid premature convergence by executing the exploration and exploitation stages simultaneously. Although proposed PSOs are fundamentally based on commonly modeled behaviors of swarming creatures, the novelty is that the whole swarm may divide into many sub-swarms in order to find a good source of food or to flee from predators. This behavior allows the particles to disperse through the search space (diversification) and the sub-swarm with the worst performance dies out while that the best performance grows by producing offspring. The tendency of an individual particle to avoid collision with other particles by means of simple neighborhood rules is retained in this algorithm. Numerical experiments show that the new approaches outperform other competitive algorithms by providing the best solutions on a suite of standard test problem with a much higher consistency than the algorithms compared.

In the second part, the SSS-APSO-vb is used to solve the capacitated vehicle routing problem (CVRP). To do so, two new solution representations—the continuous and the discrete versions—are presented. The computational experiments are conducted based on the well-known benchmark data sets and compared to two notable PSO-based algorithms from literature. The results show that the proposed methods outperform the competitive PSO-based algorithms. The continuous PSO
works well with the small-size benchmark problems (the number of customers is less than 75), while the discrete PSO yields the best solutions with the large-size benchmark problem (the number of customers is more than 75). The effectiveness of the proposed methods is enhanced by the strength mechanism of the SSS-APSO-vb, the search ability of the controllable noisy-fitness evaluation, and the powerful but cheapest cost of the common local improvement methods.

In the third part, a particular reverse logistics problem—the partitioned vehicle of a multi commodity recyclables collection problem—is solved by a variant of PSO, named Hybrid PSO-LR. The problem is formulated as the generalized assignment problem (GAP) in which is solved in three phases: (i) construction of a cost allocation matrix, (ii) solving an assignment problem, and (iii) sequencing customers within routes. The performance of the proposed method is tested on randomly generated problems and compared to PSO approaches (sequential and parallel) and a sweep method. Numerical experiments show that Hybrid PSO-LR is effective and efficient for the partitioned vehicle routing of a multi commodity recyclables collection problem. This part also shows that the PSO enhances the LR by providing exceptional lower bounds.
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CHAPTER 1

Introduction

You awaken to the sound of your alarm clock. A clock that was manufactured by a company that tried to maximize its profits by looking for the optimal allocation of the resources under its control. You turned on the kettle to make some coffee, without thinking about the great lengths that the power company went to in order to optimize the delivery of your electricity. Thousands of variables in the power network were configured to minimize the loses in the network in an attempt to maximize the profit of your electricity provider. You climbed into your car and started the engine without appreciating the complexity of this small miracle of engineering. Thousands of parameters were fine-tuned by the manufacturer to deliver a vehicle that would live up to your expectations, ranging from the aesthetic appeal of the bodywork to the specially shaped side-mirror cowls, designed to minimize drag. As you hit the gridlock traffic, you thought “Couldn’t the city planners have optimized the road layout so that I could get to work in under an hour?” (van den Bergh [1]).

Even though we deal with systems optimization everyday, modern systems are becoming increasingly more complex. In order to optimize most systems, there are a number of parameters that need to be adjusted to produce a desirable outcome. Techniques have been proposed in order to solve problems arising from the varying domains of the optimization problems. This study uses a state-of-the-art approach known as the Particle Swarm Optimization (PSO) technique for systems optimization. The proposed PSO expected to perform better than the existent approaches in literature. A procedure of the novel PSO application was developed in order to solve the Vehicle Routing Problem (VRP), which is an \( \mathcal{NP} \)-hard problem. Finally, the proposed algorithm has been customized to solve a specific reverse logistics problem—the partitioned vehicle for a multi commodity recyclables collection problem—which is a major cost in the recyclable waste collection process [2].
1.1 Motivation

The Vehicle Routing Problem (VRP) is a generic name given to a class of problems concerning the distribution of goods between depots and final users [3]. This problem was first introduced by Dantzig and Ramser [4]. The VRP can be described as the problem of designing optimal delivery or collection routes from one or several depots to a number of geographically scattered cities or customers [5]. This distribution of goods refers to the service of a set of customers, dealers, retailers, or end customers—by a set of vehicles (identical or heterogeneous fleet) which are located in one or more depots, are operated by a set of drivers, and perform their transportation by using an appropriate road network. One of the most common forms of the VRP is the Capacitated VRP (CVRP) in which all the customers require deliveries and the demands are deterministic, known in advance, and may not be split. The vehicles serving the customers are identical and operate out of a single central depot, and only capacity restrictions for the vehicles are imposed. The objective is to minimize the total cost—which can be distance related—to serve all of the customers.

The CVRP is a well known $\mathcal{NP}$-hard problem, so various heuristic and metaheuristic algorithms such as simulated annealing [6, 7], genetic algorithms [8], tabu search [9], ant colony [10], and neural networks [11] have been proposed by a number of researchers for decades. Zhang et al. [12] provides a comprehensive review of metaheuristic algorithms and their applications. However, to the best of my knowledge, the applications of the particle swarm optimization (PSO) on CVRP are rare.

A special problem related to the VRP, the recyclables collection problem is of particular interest. The collection of recyclables is defined as a fleet of trucks operating to pickup recyclables—such as paper, plastic, glass, and metal cans—
either curbside or at customer sites and then taking the materials to a material recovery facility (MRF) with the objective of minimizing total operational cost. In general, the cost of the collection program is a municipal responsibility [13] and the waste collection costs were estimated to be between 60% and 80% of the solid waste management budget [14, 15]. In order to lower collection cost, some municipalities use a community aggregation centers, and consumers bring their segregated recyclables to a local facility and store the material for pickup by a recycling service. In this case, the recycling company faces a challenging problem of how to preserve the segregated materials during the transportation. This leads to a specific truck configuration problem, known as the partitioned vehicles routing problem. This problem is much more complicated than that of the CVRP [16] because of the multiple commodities involved in the transportation. A mathematical model and the use of the new procedure for this problem has been investigated.

1.2 Objectives

The primary objectives of this thesis can be summarized as follows:

- To develop a novel PSO-based method, and compare its performance with other competitive algorithms in literature.

- To obtain empirical results to explain key factors related to the new proposed method’s performance.

- To develop a new procedure of the PSO application for solving the CVRP.

- To develop a new problem formulation of the partitioned vehicle for a multi commodity recyclables collection problem.

- To develop a new framework for solving the recyclables collection problem.
1.3 Methodology

This research has been divided into three parts: the development of a PSO-based approach, the application of the proposed PSO-based algorithm to the CVRP, and the application of the proposed PSO-based algorithm to partitioned VRP that relates to the recyclables collection problem.

In the first part, a comprehensive literature review has been conducted. New PSO-based algorithms have been investigated, and that with the best global optimization performance selected. The performance of this selected PSO-based algorithm has been investigated on both global search and local search. This algorithm has been coded in the C++ language and executed on a Windows system in order to solve well-known continuous domain optimization problems, involving Exponential, Rosenbrock, Griewank, Restringin, Ackley, and Schwefel functions. The results of the numerical tests has been compared to other competitive PSO-based algorithms, such as classic-PSO [17], LPSO [18], MPSO [19], DAPSO [20], and APSO-VI [21].

In the second part, the proposed PSO-based algorithm has been used to solve a classic $\mathcal{NP}$-hard problem—the Vehicle Routing Problem (VRP)—which is a crucial problem in logistics and supply chain management. This part has extended the algorithm developed in the first part for the optimization of problems with discrete variables, in the context of this critical logistics application. The proposed procedure has been implemented in the C++ language using MS Visual Studio 2010 on Windows 7. Computational experiments has been conducted on two benchmark data sets: Christofides’ data sets [22] and Chen’s data sets [23]. The results have been compared with other competitive PSO-based approaches, such as, SR-2 [24] and Prob MAT [25]. Since, the solution representation of the vehicle routes is one of the key elements in order to implement the PSO for CVRP effectively [26], 
the performance of both continuous solution representation and discrete solution representation has also been investigated.

In the last part, the proposed PSO-based algorithm has been applied to a specific problem in solid waste management—the partitioned vehicle for a multi commodity recyclables collection problem. This study was based on earlier work started by Mohanty [16]. A new solution representation and optimization technique—named Metaboosting—has been proposed. The proposed optimization technique has been coded in the Python language and executed on a Windows system. The computational experiments have been conducted on randomly generated problem instances and the solutions compared with those obtained using a sweep heuristic.

1.4 Contributions

The main contributions of this thesis are:

- The novel PSO, which works well on both unimodal landscape functions and multimodal landscape function.
- The analysis of key factors which affect the performance of the novel PSO-based algorithm.
- The new procedure of the PSO application for solving the CVRP.
- Investigation of the performance of the different types of the solution representation (the continuous version and the discrete version).
- The application of the novel PSO-based algorithm to the partitioned vehicle routing problem.
1.5 Thesis Outline

The chapters that follow in this thesis are organized as follows. Chapter 2 starts with a description of the Particle Swarm Optimizer, including a discussion of numerous published modifications to the PSO algorithm. Then, the novel PSO-based algorithm is presented along with it computational experiments, analysis, and a conclusion. Chapter 3 defines the Capacitated Vehicle Routing Problem (CVRP). Two encoding procedures are proposed. To evaluate their effectiveness, standard benchmark data sets are used for this. Chapter 4 describes a multi commodity recyclables collection problem using partitioned vehicles. Then, a resolution framework which is embedded with the combination novel PSO-base and Lagrange Relaxation method is proposed. This resolution procedure is known as Metaboosting. Conclusions and future research are described in Chapter 5.
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CHAPTER 2

Particle Swarm Optimization

2.1 Introduction

Particle Swarm Optimization (PSO) is an Evolutionary Computation (EC) technique that belongs to the field of Swarm Intelligence proposed by Eberhart and Kennedy [1, 2]. PSO is an iterative algorithm that engages a number of simple entities—particles—iteratively over the search space of some functions. The particles evaluate their fitness values, with respect to the search function, at their current locations. Subsequently, each particle determines its movement through the search space by combining information about its current fitness, its best fitness from previous locations (individual perspective) and best fitness locations with regards to one or more members of the swarm (social perspective), with some random perturbations. The next iteration starts after the positions of all particles have been updated.

Although PSO has been used for optimization for nearly two decades, this is a relatively short time period when compared to the other EC techniques such as Artificial Neural Networks (ANN), Genetic Algorithm (GA), or Ant Colony Optimization (ACO). However, because of the advantages of PSO—rapid convergence towards an optimum, ease in encoding and decoding, fast and easy to compute—it has been applied in many research areas such as global optimization, artificial neural network training, fuzzy system control, engineering design optimization, and logistics & supply chain management. Nevertheless, many researchers have noted that PSO tends to converge prematurely on local optima, especially in complex multimodal functions [3, 4]. A number of papers have been proposed to improve PSO in order to avoid the problem of premature convergence.

In this chapter, two new adaptive PSO methods has been proposed: (i) Sur-
vival sub-swarms adaptive PSO (SSS-APSO) and (ii) Survival sub-swarms adaptive PSO with velocity-line bouncing (SSS-APSO-vb), which approximate the behavior of animal swarms by coding responses of individuals using simple rules.

The rest of this chapter is organized as follows. Section 2.2 briefly describes conventional PSO. This section expresses the concept of PSO and its mathematical formulation. Section 2.3 describes the related studies and state-of-the-art of PSO over the past decade. Section 2.4 presents details of two new approaches based on fundamental swarm behavior, i.e., local knowledge and social interaction. Section 2.5 reports the computational experiments with benchmark functions, and the parameters setting, results, and is followed by a discussion of the performance of the algorithms. A conclusion summarizing the contributions of this paper are in Section 2.6.

2.2 A Classic Particle Swarm Optimization

PSO is a population-based algorithm; the population is called a swarm and its individuals are called the particles. The swarm is defined as a set of \(N\) particles:

\[
S = \{x_1, x_2, \ldots, x_N\}
\]

where each particle represents a point in a \(D\) dimensional space,

\[
x_i = [x_{i1} \ x_{i2} \ \ldots \ x_{iD}]^T \in A, i = 1, 2, \ldots, N
\]

where \(A \subset R^D\) is the search space, and \(f : A \rightarrow Y \subseteq R\) is the objective function. In order to keep descriptions as simple as possible, it is assumed that \(A\) also falls within the feasible space for the problem at hand. \(N\) is a user-defined parameter of the algorithm. The objective function, \(f(x)\), is assumed to be defined and unique for all points in \(A\). Thus, \(f_i = f(x_i) \in Y\).

The particles move iteratively within the search space, \(A\). The mechanism to
adjust their position is a proper position shift, called “velocity”, and denoted as:

\[ \mathbf{v}_i = [v_{i1} \ v_{i2} \ \ldots \ v_{iD}]^T, \ i = 1, 2, \ldots, N \]  

(3)

Velocity is also adapted iteratively to render particles capable of potentially visiting any region of \( A \). Adding the iteration counter, \( t \), to the above variables yields the current position of the \( i \)-th particle and its velocity as \( \mathbf{x}_i^t \) and \( \mathbf{v}_i^t \), respectively.

The basic idea of the conventional PSO is the clever exchange of information about the local best and the global best values. Accordingly, the velocity updating is based on information obtained in previous steps of the algorithm. In terms of memory, each particle can store the best position it has visited during its search process. The set \( P \) represents the memory set of the swarm \( S \), \( P = \{p_1, p_2, \ldots, p_N\} \) which contains the best positions of each particle (local best):

\[ \text{pbest}_i = [p_{i1} \ p_{i2} \ \ldots \ p_{iD}]^T \in A, \ i = 1, 2, \ldots, N \]  

(4)

which are visited by each particle. These positions are defined as:

\[ \text{pbest}_i^t = \arg \min_{s \leq t} f^s_i \]  

(5)

The best position ever visited by all particles is known as the global best. Therefore, it is reasonable to store and share this crucial information. \( \text{gbest} \) combines the variable of the best position with the best function value in \( P \) at a given iteration \( t \) is:

\[ \text{gbest}^t = \arg \min_{t} f(\text{pbest}_i^t) \]  

(6)

The conventional PSO, which was first proposed by Kennedy and Eberhart [2], is expressed by the following equations:

\[ v_{ij}^{t+1} = v_{ij}^t + \phi_1 \beta_1 (\text{pbest}_{ij}^t - x_{ij}^t) + \phi_2 \beta_2 (\text{gbest}_j^t - x_{ij}^t) \]  

(7)
Table 1. Pseudocode of the conventional PSO

<table>
<thead>
<tr>
<th>Input</th>
<th>Number of Particles $N$, swarm $S$, best position $P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Step 1</td>
<td>Set $t \leftarrow 0$</td>
</tr>
<tr>
<td>Step 2</td>
<td>Initialize $S$ and Set $P = S$</td>
</tr>
<tr>
<td>Step 3</td>
<td>Evaluate $S$ and $P$, and define index $g$ of the best position</td>
</tr>
<tr>
<td>Step 4</td>
<td>While (termination criterion not met)</td>
</tr>
<tr>
<td>Step 5</td>
<td>Update $S$ using equation (7) and (8)</td>
</tr>
<tr>
<td>Step 6</td>
<td>Evaluate $S$</td>
</tr>
<tr>
<td>Step 7</td>
<td>Update $P$ and redefine index $g$</td>
</tr>
<tr>
<td>Step 8</td>
<td>Set $t \leftarrow t + 1$</td>
</tr>
<tr>
<td>Step 9</td>
<td>End While</td>
</tr>
<tr>
<td>Step 10</td>
<td>Print best position found</td>
</tr>
</tbody>
</table>

$$x_{ij}^{t+1} = x_{ij}^t + v_{ij}^{t+1}$$

where $i = 1, 2, \ldots, N$ and $j = 1, 2, \ldots, D$; $t$ denotes the iteration counter; $\beta_1$ and $\beta_2$ are random variables uniformly distributed within $[0, 1]$; and $\phi_1, \phi_2$ are weighted factors which are also called the cognitive and social parameters, respectively. In the original PSO, $\phi_1$ and $\phi_2$ are called acceleration constants. The pseudocode of the conventional PSO is shown in Table 1.

In the conventional PSO, there is possibility a particle flying out of the search space. Therefore, the technique originally proposed to avoid this is by bounding velocities so that each component of $v_i$ is kept within the range $[-V_{\text{max}}, +V_{\text{max}}]$. This is known as velocity clamping. However, the rule of thumb for setting $V_{\text{max}}$ is not explicit and unfortunately it relates to the performance of algorithm which needs to be balanced between exploration and exploitation.

Clerc and Kennedy [3] offered a constriction factor, $\chi$, to the velocity updating equation. With this formulation, the velocity limit, $V_{\text{max}}$, is no longer necessary [5]. This constriction is an alternative method for controlling the behavior of particles.
in the swarm.

\[ v_{ij}^{t+1} = \chi \left\{ v_{ij}^t + \phi_1 \beta_1 (pbest_{ij}^t - x_{ij}^t) + \phi_2 \beta_2 (gbest_j^t - x_{ij}^t) \right\} \]  \hspace{1cm} (9)

\[ \chi = \frac{2}{2 - \phi - \sqrt{\phi^2 - 4\phi}} \quad \text{where } \phi = \phi_1 + \phi_2, \phi > 4 \]  \hspace{1cm} (10)

The setting, \( \chi = 0.7298 \) and \( \phi_1 = \phi_2 = 2.05 \), are currently considered as the default parameter set of the constriction coefficient. The constriction approach is called the \textit{canonical} particle swarm algorithm.

One of the classic PSO algorithms is the unified particle swarm optimization which was introduced by Parsopoulos and Vrahatis [6]. This study showed the balance between congnitive and social parameters which affect the performance of the algorithm. The \textit{unification factor} is introduced into the equations in order to encourage capabilities of exploration search and exploitation search. Let \( G_{i}^{t+1} \) denotes the velocity update of the particle \( x_i \) in the global PSO variant and let \( L_{i}^{t+1} \) denotes corresponding velocity update for the local variant. Then, according to Eq.(9):

\[ G_{i}^{t+1} = \chi \left\{ v_{i}^t + \phi_1 \beta_1 (pbest_{i}^t + x_{i}^t) + \phi_2 \beta_2 (gbest_{i}^t - x_{i}^t) \right\} \]  \hspace{1cm} (11)

\[ L_{i}^{t+1} = \chi \left\{ v_{i}^t + \phi'_1 \beta'_1 (pbest_{i}^t + x_{i}^t) + \phi'_2 \beta'_2 (lbest_{i}^t - x_{i}^t) \right\} \]  \hspace{1cm} (12)

where \( t \) denotes the iteration counter; \( lbest_i \) is the best particle in the neighborhood of \( x_i \) (local variant). The search direction is divided into two directions. Though, the next equation is the combination of them, resulting in the main unified PSO (UPSO) scheme.

\[ U_{i}^{t+1} = (1 - \beta) L_{i}^{t+1} + \beta G_{i}^{t+1}, \beta \in [0, 1] \]  \hspace{1cm} (13)

\[ x_{i}^{t+1} = x_i^t + U_{i}^{t+1} \]  \hspace{1cm} (14)
where $\beta \in [0, 1]$ is called the unification factor and it determines the influence of the global and local search direction in Eq.(13). Accordingly, the original PSO with global search direction is $\beta = 1$ and the original PSO with local search direction is $\beta = 0$.

Shi and Eberhart [7] introduced an inertia weight factor, $\omega$, to the conventional PSO. If the cognitive and social influence are interpreted as the external force, $f_i$, acting on a particle, then the change in a particle’s velocity can be written as $\Delta v_i = f_i - (1 - \omega) v_i$. The constant $1 - \omega$ acts as a friction coefficient, and so $\omega$ can be interpreted as the fluidity of the medium in which a particle moves. Shi and Eberhart [8] suggested that in order to obtain the best performance—the initial setting $\omega$ is set at some high value (e.g., 0.9), which corresponds to particles moving in a low viscosity medium and performing extensive exploration—and the value of $\omega$ is then gradually reduced to some low value (e.g., 0.4). At this low value of $\omega$ the particles move in a high viscosity medium, perform exploitation, and are better at homing towards local optima. Eq.(7) is modified as below.

$$v_{ij}^{t+1} = \omega v_{ij}^t + \phi_1 \beta_1 (pbest_{ij}^t - x_{ij}^t) + \phi_2 \beta_2 (gbest_j^t - x_{ij}^t)$$  \hspace{1cm} (15)

The empirical experiments in their paper showed a dramatic improvement of the new approach. This approach is referred to the classic-PSO, and a number of later studies have been based on this improved algorithm.

2.3 The Variants of PSO

PSO algorithms can be divided into 3 main categories: parametric approaches, swarm topology improvement, and hybridization.

Parametric studies investigate the effects of different parameters involved in velocity updates on the performance of swarm optimization. These parameters include factors such as inertia weight, social and cognitive factors. The studies in
this category attempt to set the rule or introduce new parameters to improve results. Swarm topology improvements consider different communication structures within the swarm. Hybridization involves the combination of other optimization approaches such as genetic algorithms, simulated annealing, etc., and PSO. A brief discussion related to each category is described below.

The first category, parametric study, can also be divided into three classes. The first class consists of strategies in which the value of the inertia weight and/or other parameters are constant or random during the search [7]. The second class defines the inertia weight and/or other parameters as a function of time or iteration number. It may be referred to as a time-varying inertia weight strategy [9, 10]. The third class of the dynamic parameters strategies consists of methods that use a feedback parameter to monitor the state of the system and then adjust the value of inertia accordingly [11, 12, 13, 14]. The adaptation of the acceleration coefficient is used to balance the global and local search abilities of PSO that can be found in Gang et al. [15].

The second category pertains to swarm topology improvement. In these methods, the trajectory of each particle is modified by the communication between particles. Fig. 1 shows the examples of swarm topology. Fig. 1(a) is a simple ring lattice where each individual was connected to $K = 2$ adjacent members in the population array. Fig. 1(b) is set as $K = 4$ while Fig. 1(c) is set as $K = N - 1$. Of course, a number of topologies have been proposed. A novel particle swarm optimization algorithm was presented by Gang et al. [15], in which the migrations between sub-swarms enhance the diversity of the population and avoid premature convergence. The unified particle swarm optimization [6] is one of the methods in this category. Other papers that represent algorithms from this category include [16, 17, 18, 19].
The last category of PSO is related to the development hybridization by adopting the operators of other optimization algorithms. Chen et al. [20] introduced a hybridized algorithm between PSO and Extremal optimization (EO) in order to improve PSO’s performance regarding local search ability. The PSO-EO algorithm is able to avoid a premature convergence in complex multi-peak-search problems. The combination between PSO and ACO can be found in Deng et al. [21] and Shelokar et al. [22]. The incorporation of Simulated Annealing (SA) with PSO can be found in Shieh et al. [23]. Chen et al. [24] and Marinakis and Marinaki [25] also use hybridized PSO methods. It should be noted that when using hybridized methods, although the search performance is improved, the computational time increases significantly as well.

This study investigates the adaptive parameters methods and adaptive swarm topology methods.

### 2.3.1 Adaptive parameters particle swarm optimization

Shi and Eberhart [8] proposed a *linearly decreasing inertia weight* approach (LDIWA). The updating depends on the inertia weight. The velocity can be controlled as desired by making reasonable changes to the inertia weight. The calculation of the inertia weight at each iteration is shown below.

\[
\omega = \omega_{\text{max}} - \frac{\omega_{\text{max}} - \omega_{\text{min}}}{T} t
\]  

(16)

Figure 1. Three different topologies

\[\text{Figure 1. Three different topologies}\]
where $\omega_{\text{max}}$ is the predetermined maximum inertia weight and $\omega_{\text{min}}$ is the predetermined minimum inertia weight.

Ai and Kachitvichyanukul [10] proposed a different mechanism which balances between exploration and exploitation processes. It is noted that a better balance between these phases is often mentioned as the key to a good performance of PSO. The method of Ai and Kachitvichyanukul [10] is called two-stage adaptive PSO. By using following equation, the stages can be divided.

$$V^* = \begin{cases} (1 - \frac{1.8t}{T})V_{\text{max}} : & 0 \leq t \leq T/2 \\ (0.2 - \frac{0.2t}{T})V_{\text{max}} : & T/2 \leq t \leq T \end{cases} \quad (17)$$

where $t$ is the iteration index ($t = 1, ..., T$) and $V_{\text{max}}$ is maximum velocity index.

By using Eq.(17), the desired velocity index is gradually decreased from $V_{\text{max}}$ at the first iteration to $0.1V_{\text{max}}$ during the first half of iterations. It is expected that the search space is well explored by the swarm. Then, the velocity is slowly reduced in the second half of iterations from $0.1 \times V_{\text{max}}$ to 0. It is expected that the existing solutions are able to be exploited in this stage. However, the velocity control mechanism is not a direct control. It uses the inertia weight for this matter. By updating the inertia weight as following equations.

$$\Delta \omega = \frac{V^* - \bar{V}}{V_{\text{max}}} (\omega_{\text{max}} - \omega_{\text{min}}) \quad (18)$$

$$\bar{V} = \frac{\sum_{l=1}^{L} \sum_{d=1}^{D} |V_{ld}|}{L \cdot D} \quad (19)$$

$$\omega = \omega + \Delta \omega \quad (20)$$

$$\omega = \omega_{\text{max}} \quad \text{if} \quad \omega > \omega_{\text{max}} \quad (21)$$

$$\omega = \omega_{\text{min}} \quad \text{if} \quad \omega < \omega_{\text{min}} \quad (22)$$

The numerical experiments on vehicle routing problem showed that the two-stage adaptive PSO outperforms LDIWA. Nonetheless, the study did not show other extensive experiments such as on multimodal functions.
Yang et al. [12] proposed a dynamic adaptive PSO (DAPSO). In this approach, the value of inertia weight varies with two dynamic parameters: evolution speed factor \((h^t_i)\) and aggregation degree factor \((s^t)\) as Eq.(23).

\[
\omega^t_i = \omega_{ini} - \alpha (1 - h^t_i) + \beta s^t
\]  \hspace{1cm} (23)

where \(\omega_{ini}\) is the initial value of inertia weight. Since \(0 < h \leq 1\) and \(0 \leq s \leq 1\), it can be concluded that \(\omega_{ini} - \alpha \leq \omega \leq \omega_{ini} + \beta\). The evolution speed factor reflects an individual particle in a search course. If the possibility of finding the object increases, the individual particle does not rush to the next position with acceleration, but rather decelerates as it moves towards the optimal value. The aggregation degree enhances the ability to jump out of local optima when the similarity of swarm is observed. The evolutionary speed factor, \(h\), and the aggregation degree, \(s\), which improved from Xuanping et al. [26] are calculated as:

\[
h^t_i = \frac{\min \left( |F(p_{t-1}^i)|, |F(p_t^i)| \right)}{\max \left( |F(p_{t-1}^i)|, |F(p_t^i)| \right)}
\]  \hspace{1cm} (24)

\[
s^t = \frac{\min \left( |F_{tbest}|, |\bar{F}_t| \right)}{\max \left( |F_{tbest}|, |\bar{F}_t| \right)}
\]  \hspace{1cm} (25)

where \(F(p_t^i)\) is the function value of \(p_t^i\) in which \(p_t^i\) follows Eq.(5). The conclusion that \(0 < h \leq 1\) can be obtained from this. Eq.(24) represents the smaller value of \(h\) (the faster speed). \(\bar{F}_t\) represents the mean fitness of all particles in the swarm at the \(t\) iteration. \(F_{tbest}\) represents the optimal value found in this iteration. Changes in \(s\) are similarly controlled.

The purpose of the variation in the inertia weight is to give the algorithm a better method to quickly search and then move out of the local optima. The experiments showed that the DAPSO outperforms other improved PSO algorithms, i.e., LDIWA, without additional computational complexity.

Gang et al. [15] have considered a strategy that adapts both the inertia weight and the acceleration constant. The study applies the linearly decreasing
inertia weight (LPSO), originated by Shi and Eberhart[8], together with the *time varying acceleration coefficient* (TVAC). The strategy of TVAC is implemented by changing the acceleration coefficients, $\phi_1$ and $\phi_2$, in such a manner that the cognitive parameter is reduced while the social components are increased as the search proceeds. As the study suggests, with a large cognitive parameter and a small social parameter at the early stage of the search process, particles are able to search all over the space opposed to clustering locally around some superior particles. However, with a small cognitive parameter and a large social parameter at latter stages of the search process, particles are able to converge to the global optima. The idea of this mechanism can be mathematically stated as follows. Let:

\[
\phi_1 = (\phi_{1_{\text{fin}}} - \phi_{1_{\text{ini}}}) \frac{t}{T} + \phi_{1_{\text{fin}}} \\
\phi_2 = (\phi_{2_{\text{fin}}} - \phi_{2_{\text{ini}}}) \frac{t}{T} + \phi_{2_{\text{fin}}}
\]

(26)

(27)

where $\phi_{1_{\text{ini}}}, \phi_{1_{\text{fin}}}, \phi_{2_{\text{ini}}},$ and $\phi_{2_{\text{fin}}}$ are initial and final values of the cognitive and social acceleration factors, respectively. The study of Tripathi et al. [27] showed that by setting $\phi_{1_{\text{ini}}} = \phi_{2_{\text{fin}}} = 2.5$ and $\phi_{1_{\text{fin}}} = \phi_{2_{\text{ini}}} = 0.5$, this approach yielded satisfactory results on both unimodal and multimodal test functions.

Xu [28] proposed a different idea for an adaptive parameter method. Based on the analysis of Jaing et al. [29], three weaknesses of PSO were addressed. Firstly, if the current position of a particle is a global optimum, the particle should be apart from the optimal position because the former velocity and the inertia weight are not zero; this leads to a behavioral divergence. Secondly, if the previous velocity decreases rapidly towards zero, the diversity of the population will slowly be lost. All particles will be clustered at the same position and become immobile. This would mark the end of the evolution process and lead to a premature convergence behavior. Lastly, the author insists that if the speed of each iteration from the initial to the final points of the search process is equivalent to an invalidation of
the cognitive parameter and the social parameter, the performance of PSO is reduced significantly. In order to overcome these problems, Xu [28] presented an ideal velocity which decreases nonlinearly as the search process proceeds. This ideal velocity acts as a guideline for the actual velocity. Using this nonlinear ideal velocity to control the search process, the search efficiency is improved while particles start with larger velocities at the early stage. The search accuracy is also improved while particles attain smaller velocities at the latter stage, which can avoid the main causes of search failures described above. There are also a number of adaptive particle swarm optimization variants that are both time-varying adaptation and feedback control adaptation, including Clerc and Kennedy [3], Banks et al. [30], Banks et al. [31]. Furthermore, the studies which are very useful and worth mention here are the studies of Liu et al. [14], Jiang et al. [29], and Trelea [32]. These studies revealed the relationship between inertia weight and acceleration coefficients in order to select values which induce the swarm converges or diverges. The convergence/divergence analysis is shown in appendix A.

2.3.2 Modified topology particle swarm optimization

A number of modified topology PSO algorithms have been proposed throughout the years with the goal of avoiding premature convergence. Gang et al. [15] presented a variant of TVAC by updating a topology technique (particle migration PSO (MPSO)) in which the migratory behavior of the particles is accounted. Its numerical experiments showed that the MPSO is a promising method with a satisfactory global convergence performance.

The neighborhood concept was proposed by Veeramachaneni et al. [33]. They utilized a Fitness-to-Distance ratio (FDR) in order to update each of the velocity dimensions. Ai and Kachitvichyanukul [34, 35] successfully applied this topology to an application on vehicle routing problems. Many researchers have been in-
Introducing new topology PSOs. Kennedy [36] investigated four basic topologies: circles, wheels, stars and random edges; sociometric network shortcuts for each were also tested in his experiments. He concluded that the topology does affect the performance of the PSO. Furthermore, this study found that networks which slow down communication could be used to help prevent premature convergence in multimodal landscapes. Kennedy and Mendes [37] executed the extended study and concluded that, on average, the best configuration was a von Neumann topology. They also demonstrated that the study of topologies lies between a circle topology (using the local neighborhood best, which is slow and better in multimodal landscapes) and totally connected particles (using whole group best, which is fast and suited to unimodal landscapes).

2.4 Proposed Adaptive PSO Algorithms

As mentioned before, rapid convergence is one of the main advantages of PSO. However, this can also be problematic if an early solution is sub-optimal. The swarm may stagnate around the local optimum without any pressure to continue exploration. In this study, two novel PSO methods are proposed which balance between exploration and exploitation in order to avoid premature convergence and also enable the swarm to accurately search out local optimum. These methods of enhanced PSO work well on both unimodal and multimodal landscapes. The proposed PSOs are combinations of a self-adaptive parameters approach and an adaptive swarm topology approach.

In this thesis, the adaptive parameters approach is based on Xu [28] in which the particles’ velocities was controlled by the following nonlinear decreasing function.

\[
v_{\text{ideal}}^t = v_{\text{ini}} \times \frac{1 + \cos \left( \frac{t\pi}{T_{\text{end}}} \right)}{2}
\]  

(28)

where \( v_{\text{ideal}}^t \) is the ideal average velocity; \( v_{\text{ini}} \) is the initial ideal velocity in which
Figure 2. Nonlinear ideal velocity of particle

$v_{ini} = (X_{max} - X_{min})/2$. $X_{max}$ and $X_{min}$ are the upper and lower bounds of decision variables, respectively. To have the ideal velocity equals zero at the end of an execution, $T_{end}$ is set as $0.95 \times T$. Fig. 2 illustrates this nonlinear decreasing function. To compare with the ideal velocity, the current velocity of all the particles in the swarm has to be known. This approach uses an average absolute velocity, which can be calculated using the following equation.

$$v_{ave}^t = \frac{1}{N \cdot D} \sum_{i=1}^{N} \sum_{j=1}^{D} |v_{ij}^t|$$

(29)

This equation presents the average of the absolute velocity of all dimensions and all particles in the swarm. A larger velocity implies a larger search space of the population and reflects a tremendous exploration ability. Conversely, a smaller velocity implies a smaller search space of the population and reflects a strong exploitation ability.

However, the mechanism for controlling the velocity is not direct. It uses the
logic of fuzzy feedback control, as shown by the following equations.

If $v_{ave}^t \geq v_{ideal}^t$, then $\omega^{t+1} = \max\{\omega^t - \Delta \omega, \omega_{min}\}$

If $v_{ave}^t < v_{ideal}^t$, then $\omega^{t+1} = \min\{\omega^t + \Delta \omega, \omega_{max}\}$

where $\omega_{min}$ is the smallest inertia weight, $\omega_{max}$ is the largest inertia weight, and $\Delta \omega$ is the step size of the inertia weight. Please note that all inertia weights are predetermined.

2.4.1 Proposed PSO 1: Survival Sub-swarms APSO (SSS-APSO)

It has been noted that when the swarm is large, sub-swarms often form to find a good source of food or to flee from predators. This method supports a higher capability to find food sources or to flee from predation for the whole swarm. The swarm topology has been changed because the agents communicate within its sub-swarm instead of the whole swarm. As a result, the sub-swarms enable the whole swarm to conduct an extensive exploration of the search space. Instead of using the best position ever visited by all particles ($g_{best}$), the sub-swarms have their own $s_{best}$—the best position ever visited by particles in the sub-swarms. Eq.(15) and Eq.(8) are modified as:

$$v_{sij}^{t+1} = \omega_s^t v_{sij}^t + \phi_1 \beta_1 (p_{best}^{t}_{sij} - x_{sij}^t) + \phi_2 \beta_2 (s_{best}^{t}_{sij} - x_{sij}^t)$$

(30)

$$x_{sij}^{t+1} = x_{sij}^t + v_{sij}^{t+1}$$

(31)

where the index $s$ is the sub-swarm index.

Subsequently, the sub-swarm with the capability to find a sufficient food source has a higher probability of survival. This example is more prominent in a school of fish in which the whole swarm divides into sub-swarms in an effort to escape from a dangerous situation. The unlucky sub-swarm that is still stuck among predators will be exterminated.
In this case, the question of interest is what would happen to the whole swarm if the worst sub-swarm disappeared from the flock? Reasonably, the animal swarm should still be able to produce their offspring and maintain its species in its environment. The particle swarm should also be able to maintain its swarm size in the system. Accordingly, a process called an extinction and offspring reproduction process is proposed. In this process, the worst performance sub-swarm is periodically killed throughout the evolutionary extinction process. Then, a sub-swarm in the system should be selected as an ancestor to produce offspring in what is known as offspring reproduction process. A selection method is adapted from the genetic algorithms. Although, there are many selection methods—e.g., roulette wheel, sigma scaling, boltzmann, tournament selection—many researchers have found that the elitism method significantly outperforms the other methods [38], and is therefore what has been used in this process.

In summary, a PSO algorithm is proposed based on the adaptive parameters approach in the performance of each sub-swarm is evaluated, and the worst performing sub-swarm is periodically eliminated. Offspring are produced from the best performing sub-swarms. The algorithm, survival sub-swarms adaptive PSO (SSS-APSO), is described in Table 2.

2.4.2 Proposed PSO 2: Survival Sub-swarms APSO with velocity-line bouncing (SSS-APSO-vb)

Reynolds [39] proposed a behavioral model in which each particle follows three rules: alignment, cohesion, and separation. The alignment means each particle steers towards the average heading of its neighbors. Cohesion means each particle tries to go toward the average position of its neighbors. Separation means each agent tries to move away from its neighbors if they are too close. The next approach proposed is inspired by the separation behavior. A number of studies reported that
Table 2. Survival sub-swarms adaptive PSO algorithm

1. **Initialization**
   (a) Set $t = 0$ (iteration counter)
   (b) **Specify** the parameter $N$ (number of particles in a sub-swarm) and $S$ (number of sub-swarm)
   (c) Randomly initialize the position of the $N$ particles $x_{11}, x_{12}, \ldots, x_{SN}$ with $x_{si} \in S \subset R^N$
   (d) Randomly initialize the velocities of the $N$ particles $v_{11}, v_{12}, \ldots, v_{SN}$ with $v_{si} \in S \subset R^N$
   (e) For $i = 1, 2, ..., N$ do $pbest_{si} = x_{si}$
   (f) Set $gbest = \arg \min_{s \in 1,2,\ldots,S; i \in 1,2,\ldots,N} f(x_{si})$

2. **Terminate Check.** If the termination criteria hold stop.
   The final outcome of the algorithm will be $gbest$

3. **Calculate** ideal velocity $v_{ideal}^t$ using Eq.(28)

4. **For** $s = 1, 2, ..., S$ **Do**
   4.1 **Calculate** average velocity $v_{s,ave}^t$ using Eq.(29)
   4.2 If $v_{s,ave}^t \geq v_{ideal}^t$, then $\omega_s^t = \max\{\omega_s^{t-1} - \Delta\omega, \omega_{min}\}$
   else $\omega_s^t = \min\{\omega_s^{t-1} + \Delta\omega, \omega_{max}\}$

4.3 **For** $i = 1, 2, ..., N$ **Do**
   4.4 **Updating particle swarm**
      (a) Update the velocity $v_{si}^t$ using Eq.(30)
      (b) Update the position $x_{si}$ using Eq.(31)
      (c) Evaluate the fitness of the particle $i$, $f(x_{si})$
      (d) If $f(x_{si}) \leq f(pbest_{si})$ then $pbest_{si} = x_{si}$
      (e) If $f(pbest_{si}) \leq f(sbest_s)$ then $sbest_s = pbest_{si}$

4.5 **End For**

5. **End For**

6. **Set** $gbest = \arg \min_{s \in 1,2,\ldots,S; i \in 1,2,\ldots,N} f(x_{si})$

7. **If** the iteration number can be exactly divided by the predetermined interval
   **then** perform **extinction and offspring reproduction** process
   (a) Delete particles in the worst performance sub-swarm
   (b) Copy vector of the best performance particle
   Note that the number of the new particles must be equal to the number of the died-out particles

8. **Else** go to step 8

9. **Set** $t = t + 1$

10. **Go to** step 2
this behavior helps the whole swarm maintain its diversity. The swarm may benefit from this phenomenon through more exploration of the search space [40, 41, 42, 43].

A simple velocity-line bouncing method is applied [40] to prevent a collision of two particles from different sub-swarms by replacing Eq. (31) with Eq. (32) in which the second and the third term are combined in an “OR” logical constraint. The distance \( r_1 \) is the dynamic criterion which is used to initiate the effectiveness of a bounce-factor, \( \delta \). In other words, if the euclidean distance between two different sub-swarm particles is less than \( r_1 \), the bounce-factor shall alter the particle’s velocity in order to avoid a collision. The equations of both position update and \( r_1 \) calculation are shown as:

\[
x_{sij}^{t+1} = x_{sij}^t + \tau_{si} \delta v_{sij}^{t+1} + (1 - \tau_{si}) v_{sij}^{t+1}
\]

where \( \delta \) is the predetermined bounce-factor. This equation gives the particle the possibility of making a U-turn and returning to where it came from (by setting a negative bounce-factor). Particles can be slowed down (bounce-factor between 0 and 1) or sped up to avoid a collision (bounce-factor greater than 1). \( \tau_{si} \) is a binary number which equals 1 when two particles from different sub-swarms are close to other particles within distance \( r_1 \), otherwise it is equal to 0.

\[
r_1 = \frac{T - t}{T} \times \sqrt{D \times \left( x_{max} - x_{min} \right)^2}
\]

where \( T \) is the maximum iteration, \( t \) is the current iteration, \( D \) is the dimension of vectors, and \( x_{max} \) and \( x_{min} \) are the upper bound and lower bound of the search space, respectively.

The proposed PSO 2—survival sub-swarms adaptive PSO with velocity-line bouncing (SSS-APSO-vb)—is developed from the proposed PSO 1. A particle collision avoidance with velocity-line bouncing is illustrated in Fig. 3 and the algorithm is described in Table 8. It should be noted that SSS-APSO is a special case of SSS-APSO-vb when \( \delta = 1 \).
Table 3. Survival sub-swarms adaptive PSO with velocity-line bouncing algorithm

1. **Initialization**
   
   (a) Set $t = 0$ (iteration counter)
   
   (b) Specify the parameter $N$ (number of particles in a sub-swarm) and $S$ (number of sub-swarm)
   
   (c) Randomly initialize the position of the $N$ particles $x_{11}, x_{12}, ..., x_{SN}$ with $x_{si} \in S \subset \mathbb{R}^N$
   
   (d) Randomly initialize the velocities of the $N$ particles $v_{11}, v_{12}, ..., v_{SN}$ with $v_{si} \in S \subset \mathbb{R}^N$
   
   (e) For $i = 1, 2, ..., N$ do $pbest_{si} = x_{si}$
   
   (f) Set $gbest = \arg \min_{s \in 1, 2, ..., S; i \in 1, 2, ..., N} f(x_{si})$

2. **Terminate Check.** If the termination criteria hold stop.

   The final outcome of the algorithm will be $gbest$

3. **Calculate** $r_1$ using Eq.(33)

4. **For** each particle $x_{si}; i = 1, ..., SN$

   4.1 **Calculate** distance $r_2 = \| x_{ui} - x_{vj} \|, \forall u \in S, \forall v \in S, u \neq v, \forall j \in N$

   4.2 If $r_2 \leq r_1$ then $r_{si} = 1$ else $r_{si} = 0$

5. **End For**

6. **Calculate** ideal velocity $v_{t, ideal}$ using Eq.(28)

7. **For** $s = 1, 2, ..., S$ Do

   6.1 **Calculate** average velocity $v_{t, ave}^s$ using Eq.(29)

   6.2 If $v_{t, ave}^s \geq v_{t, ideal}^s$ then $\omega_s^t = \max\{\omega_s^{t-1} - \Delta \omega, \omega_{min}\}$

   else $\omega_s^t = \min\{\omega_s^{t-1} + \Delta \omega, \omega_{max}\}$

   6.3 **For** $i = 1, 2, ..., N$ Do

   6.4 **Updating particle swarm**

      (a) Update the velocity $v_{si}^t$ using Eq.(30)

      (b) Update the position $x_{si}$ using Eq.(32)

      (c) Evaluate the fitness of the particle $i, f(x_{si})$

      (d) If $f(x_{si}) \leq f(pbest_{si})$ then $pbest_{si} = x_{si}$

      (e) If $f(pbest_{si}) \leq f(sbest_s)$ then $sbest_s = pbest_{si}$

   6.5 **End For**

   6.6 **End For**

8. **End For**

9. **If** the iteration number can be exactly divided by the predetermined interval

   then perform extinction and offspring reproduction process

   (a) Delete particles in the worst performance swarm

   (b) Copy vector of the best performance particle

   Note that the number of the new particles must be equal to the number of the died-out particles

   **else** go to step 10

10. **Set** $t = t + 1$

11. **Go to** step 2
2.5 Numerical Experiments and Discussions

In order to demonstrate the effectiveness and performance of the proposed approaches, numerical experiments on eight nonlinear benchmark functions, which consist of both unimodal and multimodal optimization problems have been performed five other competitive algorithms for the comparison and have also been implemented.

2.5.1 Benchmark functions

Three of the eight benchmark functions—Rosenbrock, Sphere, and Exponential functions—are unimodal landscape functions. The remaining functions are multimodal landscape functions. All these problems are minimization problems. The name, detailed description, and optimum solutions of these functions are shown in Table 4. It is worth mentioning that the Griewank function is a function with added noise. In low dimensions this function is a highly multi-modal function, whereas in higher dimensions the Griewank function resembles a plain Sphere-function, because the added noise diminishes ($\lim_{D \to \infty} \prod_{i=1}^{D} \cos \left( \frac{x_i}{\sqrt{i}} \right) = 0$ for randomly chosen $x_i$).
Table 4. Benchmark Functions

<table>
<thead>
<tr>
<th>Name</th>
<th>Function</th>
<th>Range</th>
<th>$x^*$</th>
<th>$f(x^*)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosenbrock</td>
<td>$f(x) = \sum_{i=1}^{D-1} \left(100(x_{i+1} - x_i^2)^2 + (x_i - 1)^2\right)$</td>
<td>$[-2.048, 2.048]^D$</td>
<td>$[1,...,1]^D$</td>
<td>0</td>
</tr>
<tr>
<td>Sphere</td>
<td>$f(x) = \sum_{i=1}^{D} x_i^2$</td>
<td>$[-100, 100]^D$</td>
<td>$[0,...,0]^D$</td>
<td>0</td>
</tr>
<tr>
<td>Exponential</td>
<td>$f(x) = -\exp\left(-0.5 \sum_{i=1}^{D} x_i^2\right)$</td>
<td>$[-1, 1]^D$</td>
<td>$[0,...,0]^D$</td>
<td>-1</td>
</tr>
<tr>
<td>Griewank</td>
<td>$f(x) = \frac{1}{4000} \sum_{i=1}^{D} x_i^2 - \prod_{i=1}^{D} \cos\left(\frac{x_i}{\sqrt{i}}\right) + 1$</td>
<td>$[-600, 600]^D$</td>
<td>$[0,...,0]^D$</td>
<td>0</td>
</tr>
<tr>
<td>Restringrin</td>
<td>$f(x) = \sum_{i=1}^{D} \left(x_i^2 - 10 \cos(2\pi x_i) + 10\right)$</td>
<td>$[-5.12, 5.12]^D$</td>
<td>$[0,...,0]^D$</td>
<td>0</td>
</tr>
<tr>
<td>2nd Minima</td>
<td>$f(x) = \sum_{i=1}^{D} \left(x_i^4 - 16x_i^2 + 5x_i\right)$</td>
<td>$[-5, 5]^D$</td>
<td>$[-2.90, ..., -2.90]^D$</td>
<td>-78.33D</td>
</tr>
<tr>
<td>Ackley</td>
<td>$f(x) = -20 \exp\left(-0.2\sqrt{\frac{1}{D} \sum_{i=1}^{D} x_i^2}\right)$</td>
<td>$[-32.768, 32.768]^D$</td>
<td>$[0,...,0]^D$</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>$- \exp\left(\frac{1}{D} \sum_{i=1}^{D} \cos(2\pi x_i)\right) + 20 + e$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schwefel</td>
<td>$f(x) = 418.9829D - \sum_{i=1}^{D} \left(x_i \sin \sqrt{</td>
<td>x_i</td>
<td>}\right)$</td>
<td>$[-500, 500]^D$</td>
</tr>
</tbody>
</table>

Figure 4. Rosenbrock function
Figure 5. Sphere function

Figure 6. Exponential function
Figure 7. Resträngin function

Figure 8. Ackley function
2.5.2 Parameter settings

Five notable algorithms have been selected to be compared with the proposed approaches. These algorithms were classic-PSO [2], LPSO [7], MPSO [15], DAPSO [12], and APSO-VI [28]. The parameter settings of the different algorithms are shown in Table 5. The experiments are conducted on dimensions of 5, 20, and 35 with the maximum number of function evaluations: 500, 1000, and 1500, respectively. The results of all experiments are averages taken from 40 independent runs that were carried out to eliminate random discrepancy. The study of Van den Bergh and Engelbrecht [44] showed that the effect of population size on the performance of the PSO method is of little significance. Influenced by this, all experiments in this study were conducted with a population size of 40.

Additionally, $r$ in MPSO is the migratory rate of the sub-swarm. $p$ in MPSO, the proposed PSO 1, and the proposed PSO 2 is the number of sub-swarms. $\delta$ in proposed PSO 2 is the bounce-factor.
Table 5. Parameter setting for comparison

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Parameters Setting</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>classic-PSO</td>
<td>$\omega = 0.729, \phi_1 = \phi_2 = 1.49$</td>
<td>[2]</td>
</tr>
<tr>
<td>LPSO</td>
<td>$\omega_{\text{max}} = 0.9, \omega_{\text{min}} = 0.4, \phi_1 = \phi_2 = 2.0$</td>
<td>[7]</td>
</tr>
<tr>
<td>MPSO</td>
<td>$\omega_{\text{max}} = 0.9, \omega_{\text{min}} = 0.4, \phi_1 = 2.5 \text{ to } 0.5, \phi_2 = 0.5 \text{ to } 2.5, p = 5, r = 0.4$</td>
<td>[15]</td>
</tr>
<tr>
<td>DAPSO</td>
<td>$\omega_{\text{ini}} = 1.0, \phi_1 = \phi_2 = 2.0, \alpha = 0.4, \beta = 0.8$</td>
<td>[12]</td>
</tr>
<tr>
<td>APSO-VI</td>
<td>$\omega_{\text{max}} = 0.9, \omega_{\text{min}} = 0.3, \Delta \omega = 0.1, \phi_1 = \phi_2 = 1.49$</td>
<td>[28]</td>
</tr>
<tr>
<td>Proposed PSO 1</td>
<td>$\omega_{\text{max}} = 0.7, \omega_{\text{min}} = 0.2, \Delta \omega = 0.1, \phi_1 = \phi_2 = 2.0, p = 4$</td>
<td>This research</td>
</tr>
<tr>
<td>Proposed PSO 2</td>
<td>$\omega_{\text{max}} = 0.7, \omega_{\text{min}} = 0.3, \Delta \omega = 0.1, \phi_1 = \phi_2 = 2.0, p = 4, \delta = 0.5$</td>
<td>This research</td>
</tr>
</tbody>
</table>

2.5.3 Results and analysis

All of the test results in terms of the mean final best value and its standard deviation are summarized in Table 6 and Table 7. The best results among all approaches are highlighted in boldface.

The Rosenbrock function is a unimodal landscape function. Its global optimum lies inside a long, narrow, parabolically-shaped flat valley, also known as Rosenbrock’s valley. Finding the valley is trivial, converging to the global minimum is difficult. As shown in Table 6, all of the approaches could not find the optimum point. However, the proposed PSO 1 and the proposed PSO 2 outperformed the other approaches by providing the best solutions on test functions with $D = 20$ and $D = 35$ while MPSO provided the best solution on the test function with $D = 5$.

The Sphere and Exponential functions are not complicated landscapes. Most all approaches provided the optimal solution for each problem size, but the proposed PSO 1 (SSS-APSO) yielded the best solutions for 2 of the 3 test cases (dimensions of 5, 20) with the Sphere function and yielded the global minimum solutions for 3 of the 3 test cases (dimensions of 5, 20, and 35) with the Exponential function.
Table 6. Mean fitness value and its standard deviation of different PSO algorithms on benchmark functions I

<table>
<thead>
<tr>
<th>Function</th>
<th>Dimension</th>
<th>classic-PSO</th>
<th>LPSO</th>
<th>MPSO</th>
<th>DAPSO</th>
<th>APSO-VI</th>
<th>Proposed PSO 1 (SSS-APSO)</th>
<th>Proposed PSO 2 (SSS-APSO-vb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rosenbrock</td>
<td>5</td>
<td>1.01576</td>
<td>0.09686</td>
<td><strong>0.07243</strong></td>
<td>67.85008</td>
<td>0.27308</td>
<td>0.08107</td>
<td>0.20317</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>79.99163</td>
<td>38.69093</td>
<td><strong>67.85008</strong></td>
<td>0.27308</td>
<td>0.08107</td>
<td><strong>4.02639</strong></td>
<td>5.68190</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>2102.44964</td>
<td>1968.40725</td>
<td>802.4683</td>
<td>0.07243</td>
<td>67.85008</td>
<td>0.27308</td>
<td>0.08107</td>
</tr>
<tr>
<td>Sphere</td>
<td>5</td>
<td>0.00203</td>
<td>0.00003</td>
<td>0.00003</td>
<td>0.00003</td>
<td>0.00003</td>
<td>0.00003</td>
<td>0.00003</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.00203</td>
<td>0.00003</td>
<td>0.00003</td>
<td>0.00003</td>
<td>0.00003</td>
<td><strong>0.00001</strong></td>
<td>0.00001</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td><strong>500.01652</strong></td>
<td>0.00203</td>
<td>0.00003</td>
<td>0.00003</td>
<td>0.00003</td>
<td>0.00003</td>
<td>0.00003</td>
</tr>
<tr>
<td>Exponential</td>
<td>5</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>-0.99776</td>
<td>-0.99999</td>
<td>-0.99512</td>
<td>-0.99512</td>
<td>-0.99512</td>
<td>-0.99512</td>
<td>-0.99512</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>-0.99776</td>
<td>-0.99999</td>
<td>-0.99512</td>
<td>-0.99512</td>
<td>-0.99512</td>
<td>-0.99512</td>
<td>-0.99512</td>
</tr>
<tr>
<td>Griewank</td>
<td>5</td>
<td>1.48701</td>
<td>0.03489</td>
<td>0.03596</td>
<td>0.03911</td>
<td>0.05217</td>
<td><strong>0.01455</strong></td>
<td>0.06814</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>0.02717</td>
<td>0.03412</td>
<td>0.24963</td>
<td>0.16037</td>
<td>0.09401</td>
<td><strong>0.02564</strong></td>
<td>0.09202</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>0.50848</td>
<td>0.63062</td>
<td>0.27902</td>
<td>0.07528</td>
<td>0.07528</td>
<td>0.07528</td>
<td>0.07528</td>
</tr>
</tbody>
</table>

The numbers in parentheses are standard deviation.
Table 7. Mean fitness value and its standard deviation of different PSO algorithms on benchmark functions II

<table>
<thead>
<tr>
<th>Function</th>
<th>Dimension</th>
<th>classic-PSO</th>
<th>LPSO</th>
<th>MPSO</th>
<th>DAPSO</th>
<th>APSO-VI</th>
<th>Proposed PSO 1</th>
<th>Proposed PSO 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(SSS-APSO)</td>
<td>(SSS-APSO-vb)</td>
</tr>
<tr>
<td>Restraining</td>
<td>5</td>
<td>1.47905</td>
<td>0.34924</td>
<td>0.32799</td>
<td>0.34834</td>
<td>0.23680</td>
<td>0.19912</td>
<td>0.17412</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.76476)</td>
<td>(0.50827)</td>
<td>(0.56801)</td>
<td>(0.53053)</td>
<td>(0.41759)</td>
<td>(0.40299)</td>
<td>(0.38287)</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>86.47527</td>
<td>45.02783</td>
<td>47.64288</td>
<td>254.38311</td>
<td>28.86135</td>
<td>59.71751</td>
<td>56.26313</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>210.91754</td>
<td>175.70984</td>
<td>105.81203</td>
<td>478.82704</td>
<td>80.00645</td>
<td>172.16095</td>
<td>159.85632</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(51.08987)</td>
<td>(94.24004)</td>
<td>(18.60322)</td>
<td>(70.31670)</td>
<td>(20.20598)</td>
<td>(39.87426)</td>
<td>(50.20655)</td>
</tr>
<tr>
<td></td>
<td>2\textsuperscript{nd} minima</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>-1119.93510</td>
<td>-1230.06611</td>
<td>-1363.29693</td>
<td>-1027.34426</td>
<td>-1228.94419</td>
<td>-1384.85006</td>
<td>-1386.94046</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(131.80633)</td>
<td>(134.83383)</td>
<td>(101.15211)</td>
<td>(139.93033)</td>
<td>(111.04660)</td>
<td>(74.69570)</td>
<td>(38.49571)</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>-2058.78509</td>
<td>-2169.08398</td>
<td>-2200.07758</td>
<td>-1909.92055</td>
<td>-2291.43416</td>
<td>-2302.90702</td>
<td>-2310.87393</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(183.04390)</td>
<td>(121.09416)</td>
<td>(168.57278)</td>
<td>(386.16381)</td>
<td>(141.95995)</td>
<td>(137.56259)</td>
<td>(142.23781)</td>
</tr>
<tr>
<td>Ackley</td>
<td>5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
<td>(0)</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>1.44066</td>
<td>1.09620</td>
<td>1.57419</td>
<td>19.42660</td>
<td>0.20776</td>
<td>0.00602</td>
<td>0.12148</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.54036)</td>
<td>(0.48702)</td>
<td>(1.17219)</td>
<td>(4.09638)</td>
<td>(0.39122)</td>
<td>(0.01871)</td>
<td>(0.55181)</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>11.79944</td>
<td>3.01432</td>
<td>2.84777</td>
<td>13.75144</td>
<td>2.26938</td>
<td>2.88668</td>
<td>3.60142</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(2.55093)</td>
<td>(0.56109)</td>
<td>(0.33652)</td>
<td>(4.43571)</td>
<td>(0.93602)</td>
<td>(1.16765)</td>
<td>(2.03055)</td>
</tr>
<tr>
<td>Schwefel</td>
<td>5</td>
<td>277.26495</td>
<td>17.91371</td>
<td>5.92197</td>
<td>11.89954</td>
<td>2.96101</td>
<td>2.96101</td>
<td>2.96101</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(118.84512)</td>
<td>(50.56818)</td>
<td>(26.14188)</td>
<td>(35.96584)</td>
<td>(18.72674)</td>
<td>(18.72675)</td>
<td>(18.72675)</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>3087.40352</td>
<td>990.12535</td>
<td>1088.74644</td>
<td>1577.61139</td>
<td>964.66378</td>
<td>914.10239</td>
<td>862.96547</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(408.39315)</td>
<td>(161.13430)</td>
<td>(554.90097)</td>
<td>(376.91056)</td>
<td>(227.43262)</td>
<td>(262.34396)</td>
<td>(287.26733)</td>
</tr>
<tr>
<td></td>
<td>35</td>
<td>3255.44378</td>
<td>2142.07345</td>
<td>2451.04751</td>
<td>7559.96831</td>
<td>2649.02829</td>
<td>2127.44992</td>
<td>2078.79330</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(357.94297)</td>
<td>(448.20038)</td>
<td>(740.45867)</td>
<td>(339.91001)</td>
<td>(139.53544)</td>
<td>(415.37828)</td>
<td>(466.19949)</td>
</tr>
</tbody>
</table>

\(^{2}\)The numbers in parentheses are standard deviation
In regards to the Griewank function, the algorithms presented do not perform much better than the classic-PSO on dimensions of 20 and 35. A possible reason for this is that the Griewank function is essentially unimodal when the dimension is larger than the range of 10-15 (as mentioned before). Thus, the classic-PSO and LPSO have no difficulty in finding the global optimum.

Optimizing the Restraining function presents a complex problem. Because it is highly multimodal, an approach can easily become trapped in a local minimum on its way to the global minimum. The APSO-VI performs better than the other approaches on high dimension problems (e.g., 20 and 35).

The \(2^n\) minima function has some local minimum points and a relatively flat bottom which includes the global minimum. The proposed PSO 2 provides the best solutions in all higher dimension problems.

All approaches yield the global optimum solution on the Ackeley function when the dimension of the problem is 5. However, when the dimension increases to 35, APSO-VI provides the better solution. The last benchmark function is the Schwefel function. Its surface is comprised of a great number of peaks and valleys. The function has a second best minimum, far from the global minimum, where many search algorithms are trapped. Accordingly, the optimizers have a tendency to be prone to convergence in the wrong direction in the optimization of the function. As the results in Table 6 and Tabel 7 indicate, SSS-APSO and SSS-APSO-vb yield better solutions when compared to the other approaches.

If we count the test problems as the combination of functions and the size of the dimensions, we have 24 test cases. Proposed PSO 2 (SSS-APSO-vb) yields the best solutions for 12 of the 24 test cases. Proposed PSO 1 (SSS-APSO) provides the best solutions for 11 of the 24 test cases. However, APSO-VI, MPSO, DAPSO, LPSO, and classic-PSO yield the best solutions for 9, 5, 3, 3, and 2 of the 24 test cases.
Proposed PSO 1 (SSS-APSO) outperforms proposed PSO 2 (SSS-APSO-vb) on unimodal functions by yielding the best solutions for 6 of the 9 test cases (Rosenbrock, Spere, and Exponential functions) while proposed PSO 2 yields the best solutions for 4 of the 9 test cases. However, proposed PSO 2 (SSS-APSO-vb) beats proposed PSO 1 (SSS-APSO) on multimodal functions by provides the best solutions for 8 of the 15 test cases while proposed PSO 1 provides the best solutions for 5 of the 15 test cases. The results show that the velocity-line bouncing method enhances the particles explore the search spaces effectively.

In the following sections, I shall discuss the characteristics of the proposed PSOs compared to the previously reported approaches.

**The characteristics of proposed algorithms**

Fig. 10, Fig. 11, Fig. 12, and Fig. 13 illustrate the mean best fitness trend-lines, averaged for 20 runs on the Rosenbrock, Sphere, $2^n$ minima, and Schwefel functions. The x axis is the iteration number and the y axis is the mean fitness value of $gbest$ which is the best position ever visited by all particles. Fig. 10 shows that the rate of convergence of the proposed PSOs is similar to the other approaches.

For a simple landscape like the Sphere function, Fig. 11 shows that all optimizers are similar in their convergence rates for finding the global optimum. Nevertheless, the Particle Swarm shows quicker local and global search performance when compared with other competitive algorithms.

The performance of new approaches is also better in multimodal test functions. Fig. 12 shows that both the proposed PSO 1 and the proposed PSO 2 converge to the optimum solution quickly, even faster than LPSO. Furthermore, they also yield the best solution among other competitive algorithms while the classic-PSO,
Figure 10. Performance on Rosenbrock, $D = 20, T = 1000$

Figure 11. Performance on Sphere, $D = 20, T = 1000$
LPSO, MPSO, and DAPSO all remain stuck at local minima.

The stagnation problem can be clearly observed in Fig. 13. The classic-PSO and LPSO are trapped in local optima in early iteration (before $150^{th}$ iteration) while the proposed PSOs’ searches continue. Furthermore, we can see that both the proposed PSOs yield the minimum solutions when compared with the other optimizers. In conclusion, the ability to mitigate premature convergence of my approaches is affirmed in the multimodal functions, Fig.12 and Fig. 13.

In summary, these new approaches work well on unimodal functions although their convergence rates are not significantly different from other comparable algorithms. For multimodal functions, the proposed PSOs are found to outperform other competitive algorithms in that they exhibit the ability to avoid local optima. In the next section, we shall discuss another parameter, diversification, which is key factor of the proposed PSOs’ performance.

**Diversification**

As the results of the experiments demonstrate, the proposed algorithms appear to be, for these functions, much stronger optimizers. They yielded the best solution in highly multimodal problems such as $2^n$ minima and Schwefel. One of the key
factors of the results is the diversification. While the classic-PSO tends to converge on a local optimum, the proposed methods overcome this limitation. The main explanation of this performance is that the algorithms maintain a high diversity throughout the run. Let us consider a common measure for the diversity called the “distance-to-average-point”, defined by the following equation.

\[
diversity(S) = \frac{1}{|N|} \cdot \sum_{i=1}^{|N|} \sqrt{\sum_{j=1}^{D} (x_{ij} - \bar{x}_j)^2}
\]  

(34)

where \(N\) is the population, \(|N|\) is the swarmsize, \(D\) is the dimensionality of the problem, \(x_{ij}\) is the \(j^{th}\) value of the \(i^{th}\) particle, and \(\bar{x}_j\) is the \(j^{th}\) value of the average point \(\bar{x}\).

Fig. 14 shows the diversity comparison among the classic-PSO, LPSO, and the proposed PSO 2 on the Rosenbrock function. It is clear that the proposed PSO 2 maintains a high value of diversity as the evolution process proceeds while the classic-PSO and LPSO reduce their diversity rapidly. It is worth noting that the process of extinction and offspring reproduction systematically keeps the diversity of the proposed PSOs reduced; the dramatic changes of the diversity at 250th, 500th and 750th iteration demonstrate this.

Fig. 15 shows the diversity comparison among the MPSO, APSO-VI, and the
proposed PSO 2. Again, the proposed PSO 2 maintains its diversity better than the others. Additionally, the diversity of the proposed algorithm reduces until it is comparable to the APSO-VI. As we mentioned earlier, the proposed PSOs are based on the APSO-VI. Therefore, the proposed PSO 2 acts like the APSO-VI when the sub-swarms have been merged to the whole swarm.

Fig. 16 and Fig. 17 illustrate the diversity comparison among the classic-PSO, LPSO, MPSO, APSO-VI, and the proposed PSO 2 on the Schwefel function. Similarly, the proposed PSO 2 dominates the other algorithms with regards to the diversity. This proves that the diversity of the new approaches is significantly improved, and it is the reason why the proposed algorithms more frequently may generate the satisfactory solutions.

2.6 Conclusions

In this chapter two novel self-adaptive particle swarm optimization algorithms, called Survival Sub-swarms adaptive PSO (SSS-APSO) and Survival Sub-swarms adaptive PSO with velocity-line bouncing (SSS-APSO-vb) have been developed. These proposed algorithms mimic the behavior of swarms by encoding both social and individual perspectives. From the social point of view, the whole swarm di-
Figure 15. Diversity on Rosenbrock (II), $D = 20, T = 1000$

Figure 16. Diversity on Schwefel (I), $D = 20, T = 1000$

Figure 17. Diversity on Schwefel (II), $D = 20, T = 1000$
vides into many sub-swarms and performs extinction and offspring reproduction processes periodically. From the individual point of view, the particles maintain space between each other in order to avoid a collision. The objective of these methods is to mitigate a stagnation problem while the local search is maintained by executing both the exploration and the exploitation stages of the iteration simultaneously.

The performance of the proposed algorithms is evaluated on well-known benchmark functions. The results show that the SSS-APSO and the SSS-APSO-vb not only frequently yield the best solutions—when compared to the other competitive algorithms—but also converge to the optima relatively quickly. Specifically, the SSS-APSO works well on the unimodal test functions while the SSS-APSO-vb works well on the multimodal test functions.
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CHAPTER 3

PSO for Solving CVRP

The Capacitated Vehicle Routing Problem (CVRP) was first introduced by Dantzig and Ramser [1]. The problem can be defined by a graph $G = (V, A)$ where $V = \{v_0, v_1, ..., v_n\}$ is the vertex set and $A = \{(v_i, v_j) : i \neq j, v_i, v_j \in V\}$ is the arc set. Vertex $v_0$ represents a depot at which $m$ identical vehicles are based, while the remaining vertices correspond to cities or customers. Moreover, each city $v_i$ has a demand $d_i$ and the total demand of any route may not exceed the identical vehicle capacity $Q$. A matrix $C = (c_{ij})$ is defined on $A$. The coefficients $c_{ij}$ represent distances, travel costs or travel times. The number of vehicles can be a given constant or a decision variable.

The CVRP is the problem of constructing $m$ vehicle routes of minimum total cost starting and ending at the depot, such that each customer is visited exactly once by one vehicle, and satisfying some side constraints. In this study, only the case in which all the customers correspond to deliveries is considered. There is a single depot and the demands are deterministic, known in advance, and may not be split. The CVRP is a basic vehicle routing problem, however, there are numerous variants of it with relaxation and/or additional constraints such as time windows, heterogeneous vehicles, backhauls, and simultaneous pick up and delivery. Toth and Vigo [2] provided the broad reviews on CVRP and other variants of VRP.

The CVRP is a well known $\mathcal{NP}$-hard problem, therefore various heuristic and metaheuristic algorithms such as simulated annealing (Breedam [3], Chiang and Russell [4]), genetic algorithm (Ren and Li [5]), tabu search (Gendreau et al. [6]), ant colony (Bullnheimer et al. [7]), and neural network (Torki et al. [8]) have been proposed by a number of researchers for decades. Zhang et al. [9] provided a com-
prehensive review on metaheuristic algorithms and their applications. However, to the best of my knowledge, the applications of the particle swarm optimization (PSO) on CVRP are not readily available.

3.1 The Capacitated Vehicle Routing Problem (CVRP)
3.1.1 The problem definition

I shall consider the static and deterministic version of the problem known as the capacitated VRP (CVRP). The objective is to minimize the total cost (i.e., the number of routes and/or their length or travel time) needed to serve all the customers. Generally, the travel cost between the locations of each pair of customers is the same in both directions (symmetric), whereas in some applications, where there are one-way directions imposed on the roads, the travel cost between the pair of customer locations is not the same in both directions (asymmetric). Accordingly, if the cost matrix of the problem is symmetric, the corresponding problem is called symmetric CVRP (SCVRP). If the cost matrix of the problem is asymmetric ($c_{ij} \neq c_{ji}$), the corresponding problem is called asymmetric CVRP (ACVRP).

The cost matrix satisfies the triangle inequality, $c_{ij} \leq c_{ik} + c_{kj}; \forall i, j, k \in V$. If there is such a case the instance does not satisfy the triangle inequality, the equivalent instance may be obtained in an immediate way by adding a suitably large positive quantity to the cost of each arc. It is possible, however, that this operation affects the algorithm’s performance, resulting in poor solution quality with respect to the original costs.

The graph $G$ is assumed to be complete. It includes the arcs connecting all the customer pairs. However, if $G$ is not completely connected (but still strongly connected), it is possible to obtain a complete graph in which the cost of each arc $(i, j)$ is defined as the cost of the shortest path from $i$ to $j$. This method is referred to as completely “triangularizing” a graph. Furthermore, if the instances that give
the coordinates of the vertices and the cost between a pair of customers—\(c_{ij}\)—can be calculated, the instances are often called \textit{euclidean} CVRP.

A set of \(m\) identical vehicles, each with capacity \(Q\), is available at the depot. Each vehicle performs at most one route. The \(m\) is not smaller than \(m_{\text{min}}\), where \(m_{\text{min}}\) is the minimum number of vehicles needed to serve all the customers. Usually, the value of \(m_{\text{min}}\) can be determined by solving the \textit{bin packing problem} (BPP). Nonetheless, the \(m_{\text{min}}\) may be solved by the so-called \textit{continuous} lower bound for BPP: \(\left\lceil \frac{d(S)}{Q} \right\rceil\). To ensure feasibility I assume that \(d_j \leq Q\) for each \(j = 1, 2, \ldots, n\).

If \(m\) (number of available vehicles) is greater than \(m_{\text{min}}\), it may be possible to leave some vehicles unused. In such a case, fixed costs are often associated with the use of the vehicles. In practical situations, the additional objective requiring the minimization of the number of used vehicles is frequently present. The solver can allow for the determination of the solutions using a number of vehicles smaller than \(m\) by adding a large constant value to the cost of the arcs leaving the depot. In contrast, if the solver determines only solutions using all the \(m\) available vehicles, there are two possibilities. The first possibility is to compute \(m_{\text{min}}\) by solving the BPP associated with CVRP, and then applying the algorithm with \(m = m_{\text{min}}\). The second possibility is to define an extended instance with a complete graph \(\overline{G} = (\overline{V}, \overline{A})\) obtained from \(G\) by adding \(m - m_{\text{min}}\) dummy vertices to \(V\), each with demand \(d_j = 0\).

As mentioned before, the CVRP is known \(\mathcal{NP}\)-hard problem, and generalizes the well-known traveling salesman problem (TSP), arising when \(Q \leq d(V)\) and \(m = m_{\text{min}} = 1\). Consequently, all the relaxations proposed for the traveling salesman problem (TSP) are valid for the CVRP.
3.1.2 Problem formulation

As mentioned above, CVRP is defined as the problem of determining optimal routes to be used by vehicles starting from a depot to serve all of the customers’ demands, observing some constraints. We can say that CVRP is the generalization of VRP. The objective is to minimize travel cost, travel time, or the number of vehicles depending on the problem goals. Furthermore, numerous vehicles are available at the depot to serve customer demand and they must return to the depot at the end of the operations. The CVRP is modeled as follows Kuo et al. [10].

Notation

\[ i, j \quad \text{Customer index; } i = 1 \ldots n, j = 1 \ldots n \]

\[ k \quad \text{Vehicle index; } k = 1 \ldots m \]

\[ c_{ij} \quad \text{Distance between customer } i \text{ and } j \]

\[ d_i \quad \text{Demand of customer } i \]

\[ Q \quad \text{Vehicle capacity} \]

Decision variables

\[ x_{ijk} = \begin{cases} 1 & : \text{if vehicle } k \text{ passed route from } i \text{ to } j \\ 0 & : \text{otherwise} \end{cases} \quad (35) \]

\[ y_{ik} = \begin{cases} 1 & : \text{if customer } i \text{ is visited by vehicle } k \\ 0 & : \text{otherwise} \end{cases} \quad (36) \]
Min \[ \sum_{k=1}^{m} \sum_{j=0}^{n} \sum_{i=0}^{n} c_{ij} x_{ijk} \] (37)

Subject to,

\[ \sum_{i=0}^{n} x_{i0k} - \sum_{j=0}^{n} x_{0jk} = 0, \quad \forall k = 1, 2, \ldots, m \] (38)

\[ \sum_{i=0}^{n} \sum_{k=1}^{m} x_{ijk} = 1, \quad \forall j = 1, 2, \ldots, n \] (39)

\[ \sum_{j=0}^{n} \sum_{k=1}^{m} x_{ijk} = 1, \quad \forall i = 1, 2, \ldots, n \] (40)

\[ \sum_{j=1}^{n} x_{0jk} \leq 1, \quad \forall k = 1, 2, \ldots, m \] (41)

\[ \sum_{i=0}^{n} x_{ijk} = y_{jk}, \quad \forall j = 0, 1, \ldots, n; k = 1, 2, \ldots, m \] (42)

\[ \sum_{j=0}^{n} x_{ijk} = y_{ik}, \quad \forall i = 0, 1, \ldots, n; k = 1, 2, \ldots, m \] (43)

\[ \sum_{i=1}^{n} d_{i} y_{ik} \leq Q, \quad \forall k = 1, 2, \ldots, m \] (44)

The objective of the function Eq.(37) is to minimize total travel distance, while the constraint in Eq.(38) guarantees that the number of vehicles that arrives at and departs from the depot is the same. Eq.(39) and Eq.(40) ensure that each customer is visited exactly once. Eq.(41) defines how the available vehicle, \( m \), can be used. Eq.(42) and Eq.(43) show the relationship between two decision variables \((x, y)\). Eq.(44) guarantees that the vehicle capacity is not exceeded.

The algorithms for solving CVRP can be divided into two categories: exact (mathematical-programming-based) and approximate (heuristic and metaheuristic) algorithms.

### 3.1.3 Exact approaches

The exact algorithms can be also classified into three classes: direct tree search method, dynamic programming, and integer linear programming [11]. La-
porte et al. [12] first proposed branch-and-bound algorithm for asymmetric CVRP (ACVRP), a direct tree search method. By dropping the capacity-cut constraints (CCCs) of two-index vehicle flow formulation, they solved the problem as an assignment problem (AP), in which several efficient algorithms are available. Christofides et al. [13] developed an algorithm for symmetric CVRP (SCVRP) which based on the following \( k \)-degree center tree relaxation of the \( m \)-TSP; \( m \) is fixed. An extremely successful approach in solving optimal solutions of large instances CVRP is branch-and-cut. However, the number of reports on branch-and-cut applied to the CVRP is still limited, see Ralphs [14] for detailed survey. Set partitioning and column generation fall into the third class, integer linear programming. Balinski and Quandt [15] were among the first who proposed a set partitioning formulation for VRP. However, there are two difficulties associated with the formulation: (i) the large number of binary variable \( x_j \) (exponential growth) in a real-life case, (ii) the difficulty of computing \( c_j \) values, see Toth [2] for the formulation. To overcome these difficulties, a column generation algorithm has been recommended by a number of authors: Rao and Zionts [16], Desrosiers and Soumis [17], and Agarwal et al. [18]. The application of column generation can be found in Desaulniers et al. [19]. Nevertheless, the most successful exact algorithms for CVRP are branch-and-cut-and-price approaches. These methods combine cut and column generation with branch-and-bound. However, the algorithms typically need too much time and memory for large instances. The largest problems which can be consistently solved by the most effective exact algorithms proposed so far contain about 100 customers (within 16.67 hours) [2]. For more up-to-date review of the state-of-the-art exact algorithms for the CVRP see Drexl [20], Ropke [21], and Baldacci et al. [22].
3.1.4 Heuristic and metaheuristic approaches

Heuristic approaches

Heuristic approaches can be divided into constructive procedures, and improvement procedures. The constructive procedures are used to compute the initial solutions (or the feasible initial solutions). The improvement procedures are used to systemically improve the initial solutions.

The Clarke and Wright’s savings algorithm [23] is used to initialize the solutions in which the number of vehicles is a decision variable. There are both parallel and sequential versions of this algorithm. Laporte et al. [24] investigated the performance of parallel saving algorithm and sequential saving algorithm. In their study, the saving algorithm was combined with 3-opt exchange method [25] (an improvement heuristic method) and the best improvement (BI) selection strategy [26]. The experiment results showed that the parallel version outperformed the sequential version.

The sweep algorithm (a constructive method) was proposed by Gillett and Miller [27]. This algorithm uses the polar coordinates \((\theta_i, \rho_i)\) where \(\theta_i\) is the angle and \(\rho_i\) is the ray length of each customer \(i\) as the inputs. The algorithm starts by arbitrarily assigning a customer \(i^*\) value \(\theta^* = 0\); then, computes the remaining angles centered at 0 from the initial ray \((0, i^*)\). Next, the customer is ranked in increasing order of their \(\theta_i\). By doing this, the customers are clustered into groups under the vehicle capacity constraint. Finally, each cluster is resolved by a corresponding traveling salesman problem (TSP). There are also many other constructive methods: Petal algorithms [15], Cluster-first-route-second algorithms [28], Two-phase heuristic [29], etc. Toth and Vigo [2] and Laporte et al. [24] provides details on these constructive algorithms.

As mentioned above, the improvement heuristics operate on the existing routes. The improvement methods are categorized into “local improvement meth-
ods” and “global improvements methods”. The local improvement procedures find a local minimum by performing moves and/or exchanges the customers in the single route (intra-route improvement) and between two or more routes (inter-route improvement). The search strategy is called “blind search heuristics” in which the new solutions are generated based on the information gathered during the execution only [30]. These approaches are stopped when no further improvement is found. This logic leads the local improvement methods to be trapped in a local optimum. On the other hand, the global improvement methods temporarily accept a worsening of the objective function value solutions. This strategy enhances the possibility to leave the local optimum. The global improvement methods are often called “metaheuristics”. The metaheuristic methods will be discussed in the next section.

Lin [25] proposed the $k$-Opt exchange method for intra-route improvement. The $k$ edges are removed for the route and the $k$ remaining segments are reconnected in all possible ways. If the lower objective function is found, the new route configuration is accepted. The procedure stops if no further improvements can be obtained. Verifying the $k$-Opt requires $O(n^k)$ time. Lin and Kernighan [31] presented an extended version of the $k$-Opt method. In this new approach the parameter $k$ is dynamically modified throughout the search. Or [32] proposed the Or-Opt exchange method. This improvement method selects a segment of $l$ of consecutive customers and relocates them into another place in a route. Verifying the Or-Opt exchange method requires $O(n^2)$ time. The 1-1 exchange, 1-0 exchange, CROSS exchange, GENI exchange, Descent heuristics are all inter-route improvement methods which are based on exchange operations. Toth and Vigor [2], Laporte et al. [24], Breedam [33], and Braysy and Gendreau [34] present additional details.
Metaheuristic approaches

Metaheuristics are used to control the search processes performed by constructive and improvement heuristics. There are a number of reports which gave a survey on metaheuristic approaches. Funk et al. [35] summarized the local search methods. Ropke [21] discussed on the large neighborhood search methods. Ahuja et al. [36] summarized the very large-scale neighborhood search methods. Generally, the metaheuristics are divided into two categories: single-solution metaheuristics, where one agent is considered at a time, and population metaheuristics, where multiple agents are considered concurrently [37]. Selected metaheuristic methods: include simulated annealing, tabu search, genetic algorithm, and ant colony optimization and are discussed here.

Simulated annealing (SA) was first introduced by Cerny [38] and Kirkpatrick et al. [39]. Annealing denotes a process in which melted metal is cooled in order to achieve a solid state of lower energy. If the cooling is done too fast, widespread irregularities emerge in the structure of the solid, thus leading to relatively high-energy states. On the other hand, a series of temperature levels is held long enough at each level to reach equilibrium, leads to more regular structures associated with low-energy states. In the context of optimization problems, a solution represents a state of the physical system and the fitness value corresponds to the energy of the system. At each iteration, the neighborhood solution is randomly selected from the current solution. If the new solution yields an improvement, it is automatically accepted as the new current solution. Otherwise, the new solution is accepted upon the probability of acceptance. The probability of acceptance depends on the magnitude of the fitness value increase and a parameter called the temperature. Technically, at iteration $t$ of the approach, a solution $x$ is drawn randomly in $N(x_t)$. If $f(x) \leq f(x_t)$, then $x_{t+1}$ is set equal to $x$; otherwise, $x_{t+1} = x$ with probability $p_t$. 
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or \( x_{t+1} = x_t \) with probability \( 1 - p_t \), where \( p_t = \exp(-[f(x) - f(x_t)]/\theta_t) \). The temperature is reduced by the cooling schedule. A number of cooling schedules has been proposed. One of the common methods is a decreasing step function of \( t \). At \( t = 1 \), we set \( \theta_1 > 0 \), then the \( \theta_t \) is multiplied by a factor \( \alpha \), \((0 < \alpha < 1)\) after every \( T \) iterations. The implementation of simulated annealing to VRP can be found in Gengreau et al. [40] and Cordeau et al. [41].

The principle of tabu search (TS) was proposed by Glover [42]. The idea behind TS is to perform a local search where, at each iteration, the best fitness value in the neighborhood of the current solution is selected as the new current solution, even if it yields the worse fitness value. The approach will thus be able to escape a local optimum. The tabu corresponds to a short-term memory in which stores recently visited solutions to avoid short-term cycling. Tabu search’s application on VRP can be found in [40]. One of the best TS algorithm in term of accuracy is Taillard’s algorithm [43]. This algorithm contains some of the features of Taburoute [6]. Since Taillard’s algorithm uses standard insertion instead of a generalized insertion as in Taburoute, Taillard’s algorithm is simpler than Taburoute, but managing the dynamic decomposition process, as well as the parallel implementation, adds to its complexity. There are a number of TS-based approaches; granular tabu search algorithm by Toth and Vigo [44], adaptive memory tabu search algorithm by Rochat and Taillard [45], unified tabu search algorithm by Cordeau et al. [46], etc.

Genetic algorithms (GA) are in the class of the population metaheuristics. The GA was first introduced by Holland [47]. This approach is motivated by the way species evolve and adapt to their environment. It is started by encoding the problem to produce a list of genes. The genes are then randomly combined to
produce a population of chromosomes, each of which represents a possible solution. Genetic operations are performed on chromosomes that are randomly selected from the population. This produces offspring. The fitness of these chromosomes is then measured and the probability of their survival is determined by their fitness. The detail description of GA can be found in Gen and Chen [48]. The genetic algorithm had been widely applied to combinatorial optimization problems [37]. The broad review of its applications to the VRP can be found in Toth and Vigo [2]. A specific review of GA’s applications to the CVRP can be found in Laporte et al. [24], Gendreau et al. [40], Baker and Ayechew [49].

The original Ant system framework was first described by Colorni et al. [50]. It is well known that ants can manage to find shortest paths from their nest to food sources. A chemical compound—pheromone—is used to communicate among the ants, which is laid down along the path. In the beginning, ants perform a random search around their nest for food. As soon as a food source is found, they bring it back to the nest and the pheromone is laid on the ground simultaneously. Due to the frequent passage of ants and pheromone evaporation, the shortest path between the nest and the food source tends to accumulate more pheromone than the rest paths. Therefore, an ant starting its route from the nest will be strongly stimulated by higher pheromone level and follow the shortest path to the food source. This is an efficient method to solve a shortest-path problem. Ant Colony Optimization (ACO) emulates this natural mechanism. Artificial ants start from an initial search point and sequentially build the components of a new potential solution. A probabilistic decision is made among alternatives of each component. A pheromone level at each alternative is used to determined its selection probability. After the selection, each selected alternative is updated at the end of the tour, based on the quality of the obtained solution. Thus, the components of solutions with
low function values are assigned higher pheromone levels. Additionally, in order to avoid a local optimum, pheromone evaporation also take place. Colorni et al. [50] illustrated the basic principles of ACO by applying to traveling salesman problem (TSP). Dorigo and Stutzle [51] provided the review of ACO and its variants. The application of ACO to solve VRP can be found in Bullnheimer et al. [7], Kawamura et al. [52], and Bullnheimer et al. [53].

3.2 Discrete Particle Swarm Optimization

Since the CVRP is a discrete domain optimization problem, we need to understand discrete PSO version as well. This section discusses the PSO in discrete domain problems.

The discrete binary PSO was first introduced by Kennedy and Eberhart [54]. In the binary PSO version, each particle represents its position in binary values either 0 or 1; the particle’s personal best and the global best is still updated as in the continuous version which is described in Eq.(45). However, the speed of the particles need to be constrained to the interval [0, 1]. Thus, a logistic transformation can be used to transform the real number to the binary number. The normalization function used in is a sigmoid function as in Eq.(46). Then, the new position of the particles is obtained as Eq.(47).

\[ v_{ij}^t = \omega v_{ij}^{t-1} + \phi_1 \beta_1 (pbest_{ij}^t - x_{ij}^{t-1}) + \phi_2 \beta_2 (gbest_j^t - x_{ij}^{t-1}) \]  
\[ \tilde{v}_{ij}^t = \text{sig}(v_{ij}^t) = \frac{1}{1 + e^{-v_{ij}^t}} \]  
\[ x_{ij}^{t+1} = \begin{cases} 1 & : \text{if } r_{ij} < \tilde{v}_{ij}^{t+1} \\ 0 & : \text{otherwise} \end{cases} \]

where \( r_{ij} \) is a uniform random number in the range [0, 1].

The limitation of the velocity is a problem. \( \tilde{v}_{ij}^t \) should not approach too close to 0.0 or 1.0. This ensures that there is always some chance of a bit flipping. Thus, a constant parameter \( V_{max} \) can be set at the start of a trial to limit the range of
\( v_{ij} \). In practice \( V_{\text{max}} \) is often set at \( \pm 4.0 \). Accordingly, with \( \bar{v}_{ij} \approx 0.017986 \), there is always a chance of that a bit will change state. Kennedy and Eberhart named this concept “the change of change” [54]. Also see Kennedy and Eberhart [55], and Osadciw and Veeramachaneni [56] for more discussion on this topic. In conclusion, the discrete binary PSO can update the particles positions in two steps. First, Eq.(45) is used to update the velocity of the particle and the sigmoid function, Eq.(46), is used to transform the velocity to \([0, 1]\) scale. Second, the new position of the particles are calculated using Eq.(47), [57].

There are other discrete PSO techniques. Al-kazemi and Mohan [58] used the discrete binary PSO based technique which had particles alternatively exploit personal best and neighborhood best positions instead of simultaneously. In a subsequent Al-kazemi paper [59], he extended his former study by proposing a new schematic which able to solve both discrete and continuous problems. Yang et al. [60] developed an algorithm based on discrete binary PSO which uses a different method to update velocity.

Khanesar et al. [61] pointed two main problems of the discrete binary PSO. Firstly, it is not easy to select the value of inertia weight, \( \omega \). Secondly, the updating position as in Eq.(47) is independent from the current position of that bit. The value is solely updated using the velocity vector. This is much different from the continuous PSO; where the update rule uses the current position of the swarm and the velocity vector just determines the movement of the particle in the space. Therefore, Khanesar et al. [61] proposed a new binary PSO which is choosing the proper value for \( \omega \) is solved. The previous direction and previous state of each particle is also taken into account. The test results of the new method showed that the new approach returned quite satisfactory results in number of the test problems.
There are many papers that discuss the application of the binary discrete PSO. Clerc \cite{62} applied the discrete PSO with the traveling salesman problem (TSP). The report claimed that the binary discrete PSO is not as powerful as some specific algorithms. Zhong et al. \cite{63} also studied the application of the binary discrete PSO for solving the TSP. They introduced a new parameter, $c_3$, as the mutation factor. The new parameter helps the algorithm keeps the balance between the exploration and the exploitation. It was proved that the mutation factor affects the performance of the discrete PSO. Pang et al. \cite{64} introduced a fuzzy matrix in order to represent TSP solution. This study reported that even though the fuzzy discrete PSO was not dominate Lin-Kernigham algorithm \cite{31}; however, the study showed the idea of solving the combinatorial optimization problems using the particle swarm optimization. Ponnambalam et al. \cite{65} solved a flowshop scheduling problem by the discrete PSO. The objective function of this problem was a multi-objective function in which the pareto optimal set and non-dominated solutions concepts were considered. Tsai and Wu \cite{57} deployed the binary discrete PSO for solving the feeder reconfiguration problems in a power distribution system. The sigmoid function was used to transform the real number of velocity to the interval $[0, 1]$ as explained above. The experimental results of the study claimed that the binary PSO could solve the feeder configuration problems effectively. However, the authors pointed out that the parameter selection such as inertia weight and acceleration constants is also problematic.

There are papers discussed multi-valued discrete PSO. Pugh and Martinoli \cite{66} presented an idea of the transformation method for multi-value discrete PSO. The particle representation of their method goes from being 2-dimensional to 3-dimensional: $x_{ijk}$ is a continuous real-value indicator of the probability of particle $i$, element $j$ assuming integer value $k$. Accordingly, to generate a value from 0 to
I must transform the real-valued terms $x_{ij0}, \ldots, x_{ijn}$. The sigmoid function is applied to each term, and use the weighted sum as the probability, are shown as:

\[
x'_{ij} = \sum_{k=0}^{n} \tilde{v}^t_{ijk}
\]

\[
Prob(x_{ij} = k) = \frac{\tilde{v}^t_{ijk}}{x'_{ij}}
\]

where $x'_{ij}$ is the normalizing coefficient for particle $i$, element $j$. By using this technique, the particle can potentially generate any possible solution, but with varying probabilities depending on its terms.

Osadciw and Veeramachaneni [56] summarized the multi-valued discrete PSO technique. For the discrete optimization problem, the range of variables lie between 0 and $Z-1$ ($Z$ is a non-negative integer). Eq.(45) is also used in this case. However, the position update equation is changed as follows.

\[
\tilde{v}^t_{ij} = \text{sig}(v^t_{ij}) = \frac{Z}{1 + e^{-v^t_{ij}}}
\]

\[
\tilde{x}^{t+1}_{ij} = \text{round}(\tilde{v}^t_{ij} + (Z - 1) \times \sigma \times \beta)
\]

\[
x^{t+1}_{ij} = \begin{cases} 
Z - 1 & \text{if } \tilde{x}^{t+1}_{ij} > Z - 1 \\
0 & \text{if } \tilde{x}^{t+1}_{ij} < 0
\end{cases}
\]

Eq.(50) transforms the velocity to the continuous value between 0 and $Z$. Eq.(51) generates a discrete number between 0 and $Z - 1$ using a normal distribution with $\mu = \text{sig}(v^t_{ij})$ and $\sigma$ as parameters ($\beta$ is a random number, $[0,1]$). The number is rounded to the closest discrete variable with the end points fixed by Eq.(52). The velocity update equation remains the same as the continuous PSO. The positions of the particles are discrete values between 0 and $Z - 1$. For any given $\text{sig}(v^t_{ij})$, we have an associated probability for any number between $[0, Z-1]$. Nevertheless, the probability of drawing a number randomly reduces based on its distance from $\text{sig}(v^t_{ij})$.

Based on the probability method (sigmoid function transformation), a particle can assume different element values on different evaluations and therefore return
different fitness values. This problem may be called a noisy fitness problem. Pugh and Martinoli [66] dealt with the noisy fitness problem by applying the technique in Pugh et al. [67]. The noise-resistant PSO technique of Pugh et al. was inspired by the modification of genetic algorithm (GA) which presented by Antonsson et al [68]. The technique reevaluates the previous best particles at each iteration of the algorithm and average all the evaluation results over the particles’ lifetimes to get an average fitness. This technique is called the “aggregation function”.

\[ P_s(\mu) = \left( \frac{1}{n} \sum_{i=1}^{n} \mu_i^s \right)^{\frac{1}{s}} \]  

where \( \mu_i \) is the performance values over \( n \) evaluations, and \( s \) is the degree of compensation. \( s \) determines how much weight is given to high-performing values versus low-performing values.

\[ P_{-\infty} = \lim_{s \to -\infty} P_s = \min(\bar{\mu}) \]  
\[ P_{\infty} = \lim_{s \to \infty} P_s = \max(\bar{\mu}) \]  
\[ P_1 = \text{avg}(\bar{\mu}) \]  

Eq.(54) shows that if \( s \) closes to \(-\infty\), the value of \( P \) tends to the low-performing values. On the other hand, Eq.(55) shows that if \( s \) approaches to \( \infty \), the value of \( P \) tends to the high-performing values. Certainly, Eq.(56) shows that if \( s = 1 \), \( P \) is the average of \( \bar{\mu} \).

There are a small number of studies dealing with noisy fitness evaluation of the evolutionary algorithms. Fitzpatrick and Grefenstette [69] investigated the trade off between the population size and/or number of generations and the accuracy of the function evaluations of a genetic algorithm in noisy environments. The authors found that the genetic algorithms needs to sacrifice the accuracy of evaluations in a noisy environment. Beyer [70] showed that the noise is the cause of the decreasing convergence velocity and a residual location error in the final solution. From these
two papers, we find that the noisy fitness evaluation does not only deteriorate the convergence velocity but also the accuracy. There is no a rule of thumb to deal with the noisy fitness evaluation. Furthermore, most of the proposed methods are the trade off between the convergence rate and computational time.

3.3 Particle Swarm Optimization for CVRP

This section reviews the literature regarding to the application of the PSO to the vehicle routing problem. The VRP is a combinatorial optimization problem, and the PSO was invented for the continuous domain problems. Some researchers have proposed the PSO for solving the VRP. Chen et al. [71] adopt the quantum discrete PSO algorithm to solve the capacitated VRP. The PSO is still used to update the velocity and the position of the particles even though this algorithm is the discrete version. Their algorithm also incorporates the simulated annealing operator in which the new position of the particle is accepted with some probability. The authors concluded that their new approach dominates the other heuristic methods such as the genetic algorithm and simulated annealing.

Ai and Kachitvichyanukul [72] proposed the continuous PSO (the general linear PSO) to solve the vehicle routing problem with simultaneous pickup and delivery (VRPSD). The solution representation is a \((n + 2m)\)-dimensional particle in which \(n\) is the number of customers and \(m\) is the number of vehicles. The first \(n\) dimension represents the customer priority list and the following \(2m\) dimension represents the vehicle orientation. Their method starts with positioning the vehicle orientations and then uses an insertion heuristics method to construct the routes. The 2-opt algorithm is included in their method in order to improve the existent routes. Finally, the authors proposed a special algorithm to reduce the required vehicles. The experiment’s study showed that this approach is effective for solving VRPSD. However, there are possible improvements such as the parameter settings,
the PSO algorithm implementation, or the local improvement heuristics.

Ai and Kachitvichyanukul [73] also introduced another idea for the solution representation for the CVRP. The solution representation is a $3m$-dimensional particle in which $m$ is the number of vehicles. The first two bits are the vehicle orientation, and the last bit is the vehicle coverage radius. This approach starts with positioning the vehicle orientations and assigning the vehicle coverage radius. Then, a pragmatic algorithm is used to assign the customers to each vehicle orientation. The 2-opt, 1-1 exchange, and 1-0 exchange are used to improve the existing routes. The authors claimed that the new solution representation yielded a better solution than the other approaches. However, the computation time of the new approach is longer than that of their first approach, 48% on average (the approach in [72]).

Kim and Son [74] introduced a probability-matrix-based solution representation for solving the CVRP. The principal of the matrix is the same as the from-to-chart matrix. However, the range of the numbers in the matrix are the real number between 0 to 1. The updating mechanism of the matrix is the typical PSO method. However, their approach excludes the velocity updating. The particles’ position updating method can be shown as:

$$A_{i}^{t+1} = w_{1}^{t}A_{i}^{t} + w_{2}^{t}P_{i}^{t} + w_{3}^{t}G^{t}$$

(57)

where $w_{1}^{t} + w_{2}^{t} + w_{3}^{t} = 1$, $A_{i}^{t}$ is the matrix of the particle’s current position, $P_{i}^{t}$ is the personal best of the particle, and $G^{t}$ is the global best of the swarm. $t$ is the iteration index ($t = 1, 2, \ldots, T$), and $i$ is the particle index ($i = 1, 2, \ldots, N$).

The inter-route improvement procedures (the 1-1 exchange and the 1-0 exchange) and the intra-route improvement procedures (2-opt and Or-opt) are used to improve the existent routes. The authors claimed that based on the computational results, their approach outperformed Chen’s algorithm [71] and Ai and
Kachitvichyanukul’s algorithms [72, 73] on both the solutions’ quality and computation time. However, as the matrix is a probability matrix, the different route construction can be obtained from the identical matrix.

Kuo et al. [10] solved the CVRP with fuzzy demand by a hybrid PSO-GA algorithm. Norouzi et al. [75] presented the multi-objective competitive open vehicle routing problem in which the demand of each customer depends on the reaching time and the vehicles do not need to start and finish at the same depot. Marinakis et al. [76] applied the PSO on the CVRP with stochastic demands. Belmecheri [77] solved the CVRP with heterogeneous fleet, mixed backhauls, and time windows with the PSO. However, I shall focus on the conventional CVRP, which I have defined the problem as in Section 3.1.1.

3.4 Proposed PSO for CVRP
3.4.1 The framework

Two approaches to the PSO—the continuous PSO and the discrete PSO are proposed. Both approaches share the common procedure shown in Fig. 18. The first step is to generate an initial solution. To do this, a sweep algorithm [27] is used to create the initial vehicle routes. The second step is the encoding method which transforms this initial solution into arrays. There are significant differences in this encoding method between the continuous PSO and the discrete PSO. This is described in detail in Section 3.4.3 and Section 3.4.4. The third step calculates and stores the best position (local best and global best) in memory. The fourth step is the proposed PSO (SSS-APSO-vb) which enhances the global search performance of the conventional PSO. This proposed PSO was described in Chapter 2. After the particles are updated in step four, the fifth step decodes the arrays into routes orientation. Next, the local improvement methods are applied: 2-Opt, Or-Opt, 1-1, and 1-0. These improvements methods are detailed in Section 3.4.5. In the
seventh step, the *local best* and *global best* are updated with the results of step six. The final step checks the stopping criteria. The proposed algorithm is described in Table 8.

### 3.4.2 Initial solutions

The sweep algorithm, proposed by Gillett and Miller [27], is used to generate the initial solution. This algorithm starts with randomly selecting a customer \( k \). Then it calculates the polar angle between the depot and the customer \( k \). Next, it calculates the polar angle of each customer in the customer set. Then it subtracts the polar angle of each customer by the polar angle of \( k \). After that, a sorting of the customers in increasing order of new polar angle takes place. The smallest new polar angle (the first customer in the sorted list) is assigned to the route; then the next customer in the list is inserted if the capacity of the route is not exceeded.
Table 8. Survival sub-swarms adaptive PSO with velocity-line bouncing algorithm (for solving CVRP)

1. **Initialization**
   (a) Set $t = 0$ (iteration counter)
   (b) Specify the parameter $N$ (number of particles in a sub-swarm) and $S$ (number of sub-swarm)
   (c) Using the sweep algorithm to generate $N$ initial solutions
   (d) Randomly initialize the velocities of the $N$ particles $v_{11}, v_{12}, \ldots, v_{SN}$ with $v_{si} \in S \subset \mathbb{R}^N$
   (e) For $i = 1, 2, \ldots, N$ do $pbest_{si} = x_{si}$
   (f) Set $gbest = \min_{s \in 1, 2, \ldots, S; i \in 1, 2, \ldots, N} f(x_{si})$
   (g) Encode the $N$ solutions to the $N$ particles $x_{11}, x_{12}, \ldots, x_{SN}$ with $x_{si} \in S \subset \mathbb{R}^N$

2. **Terminate Check.** If the termination criteria hold stop.
   The final outcome of the algorithm will be $gbest$

3. **Calculate** $r_1$ using Eq.(33)

4. **For** each particle $x_{si}; i = 1, \ldots, SN$
   4.1 **Calculate** distance $r_2 = \|x_{si} - x_{sj}\|, \forall u \in S, \forall v \in S, u \neq v, \forall j \in N$
   4.2 If $r_2 \leq r_1$ then $\tau_{si} = 1$ else $\tau_{si} = 0$
   4.3 **End For**

5. **Calculate** ideal velocity $v_{t, ideal}^i$ using Eq.(28)

6. **For** $s = 1, 2, \ldots, S$ Do
   6.1 **Calculate** average velocity $v_{s, ave}^i$ using Eq.(29)
   6.2 If $v_{s, ave}^i \geq v_{t, ideal}^i$, then $\omega_s^i = \max\{\omega_s^{i-1} - \Delta \omega, \omega_{min}\}$
   else $\omega_s^i = \min\{\omega_s^{i-1} + \Delta \omega, \omega_{max}\}$
   6.3 **For** $i = 1, 2, \ldots, N$ Do
   6.4 **Updating particle swarm**
      (a) Update the velocity $v_{si}$; using Eq.(30) for the continuous PSO, using Eq.(30) and Eq.(50) for the discrete PSO
      (b) Update the position $x_{si}$; using Eq.(32) for the continuous PSO, using Eq.(51) and Eq.(52) for the discrete PSO
      (c) Decode the particle $i$ to the solution $i$
      (d) Evaluate the fitness of the particle $i, f(x_{si})$
      (e) Execute the integrated local improvement algorithms
         with $A = B = C = D = 30$ (for this study)
         (f) If $f(x_{si}) \leq f(pbest_{si})$ then $pbest_{si} = x_{si}$
         (g) If $f(pbest_{si}) \leq f(sbest_s)$ then $sbest_s = pbest_{si}$
   6.5 **End For**
   6.6 **End For**

7. **End For**

8. Set $gbest = \min_{s \in 1, 2, \ldots, S; i \in 1, 2, \ldots, N} f(x_{si})$

9. **If** the iteration number can be exactly divided by the predetermined interval
    **then** perform **extinction and offspring reproduction** process
       (a) Delete particles in the worst performance swarm
       (b) Copy vector of the best performance particle
       **Note that the number of the new particles must be equal to the number of the died-out particles**
       **else** go to step 10

10. **Set** $t = t + 1$

11. **Go to** step 2
Table 9. The sweep algorithm

1. Arbitrary select a customer; $k$.
2. Calculate the polar angle between the depot and the customer $k$
   and set $\theta_k^* = \text{the polar angle of } k$.
3. Calculate the polar angle between each customer and the depot, $\theta_i$.
4. Calculate $\theta_i^* = \theta_i - \theta_k^*$
5. Sort customers in increasing order of polar angle, $\theta_i^*$
   (counter-clockwise direction): $v_1, v_2, v_3, \ldots, v_n$.
6. Start a new route
6.1 Assign the first unrouted customer from the list to the route.
6.2 Continue to assign the next customer on the list as long as
    the route’s capacity is not exceeded.
7. If the sorted list is not empty, go to step 4. Else go to step 6.
8. Execute local improvement procedure (as shown in section 3.4.5)

<table>
<thead>
<tr>
<th>Particle</th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>4.2</td>
<td>1.1</td>
<td>3.6</td>
<td>3.2</td>
<td>2.9</td>
</tr>
</tbody>
</table>

Figure 19. Solution representation (continuous)

This process is repeated until the sorted list of customers is empty. The detail of
the sweep algorithm is shown in Table 9.

One execution of the sweep algorithm yields one solution. Consequently, this
initial step is repeatedly executed until the number of solutions equals the number
of particles.

3.4.3 Continuous PSO

Solution representation of the vehicle routes is one of the key element when
implementing the PSO for CVRP effectively [72]. I use an array where each element
of the array is a continuous number between $[0, n]$, where $n$ is the number of
customers. Accordingly, the solution representation for a CVRP with $n$ customers
is an $n$-dimensional particle. Fig. 19 shows a particle with 5 customers. Each
element in the particle is a continuous number between 0 and 5.
Encoding method (continuous version)

The initial solution must be encoded into array form in order to apply the PSO algorithm. I propose a straightforward encoding method which considers the value of the each array element as a priority number. An example of encoding the initial solution is shown in Fig. 20. Since there are two routes in the initial solution, I select the route which contains customer 1 to begin encoding. From the figure, the route of (4, 1, 2, 5) is selected, and it is encoded by incrementally assigning integer values from 1 to $n$. to the corresponding array elements. Accordingly, the fourth element of the array is assigned the integer value “1”, the first element of the array is assigned the value “2”, the second element of the array is assigned the value “3” and so on. After integers are assigned to all customers in the first route of Fig. 20, the second route is encoded. For this route, we do not assign number “1” to the first customer in this route. Instead I continue where I left off on the first route. As shown in Fig. 20, the sixth element of the array is assigned the value “5”, and the third array element is assigned the value “6”.

Decoding method (continuous version)

The PSO solution is in array form, therefore I need to decode this array in order to understand the route orientation of the solution. For example, given an array
solution in Fig. 21, the route orientation is found by arranging the array indices by sorting their corresponding element values in increasing order, (6 5 2 1 4 3). Since the sixth element of the array has the smallest value, customer 6 is positioned first in the route, followed by customer 5. When adding customers to the route, I must determine if the customer can be added to the current route without violating the vehicle capacity constraint. If, by adding the customer, the vehicle’s that the second route is constructed after customer 5 is visited, because adding customer 2 immediately after customer 5 would violate the capacity constraint. Therefore, customer 5 is followed by the depot, and customer 2 is the first customer on the second route of the solution.

3.4.4 Discrete PSO

I make use of the multi-valued discrete PSO approach as shown in Eq.(50), Eq.(51), and Eq.(52). The $n$-dimensional array represents the $n$-dimensional particle where $n$ is the number of customers as the solution representation in the
Figure 23. A solution decoding I (discrete)

continuous PSO. However, the number in each element of the array is an integer number which is $[0, n-1]$. Fig. 22 shows a particle with 5 customers. As a result, each element in the array is a discrete number between 0 to 4.

**Encoding method (discrete version)**

The encoding method is a straightforward encoding method as in Section 3.4.3. The solution diagram in Fig. 20 can be encoded to the $n$-dimensional array, $[1 \ 2 \ 5 \ 0 \ 3 \ 4]$.

**Decoding method (discrete version)**

The decoding method of the discrete PSO is more complicated than that of the continuous version. As previous stated, the position vector of a particle is the integer numbers between $[0, n – 1]$. However, the velocity vector of the particle is the continuous number between $[-4.0, 4.0]$. The bound assures, with a probability of $\tilde{v}_{ij} \approx 0.017986$, that the possibility that the bits will change state is maintained [61]. I shall demonstrate the decoding method with Fig. 23 and Fig. 24 as an example.

Suppose the top array in Fig. 23 is the velocity array ($v_{ij}$) of a problem with 6 customers. It is clear that the velocity of each dimension is a continuous number between $[-4, 4]$. The bottom array in Fig. 23 shows the transformation of the
velocity vector by Eq. (50) with $Z = 6$ ($Z = n$, for this study). Suppose we set $\sigma = 0.5$, by using Eq. (51) and Eq. (52), we receive the particle’s position vector $(x_{ij}^{t+1})$ as in Fig. 24.

The array is sorted in increasing order, however due to the rounding in Eq. (51), it is possible for multiple elements to have the same value as shown in Fig. 24. In this example, the second, fourth, and sixth elements are all assigned the number “5”. Therefore, I shall use the sigmoid values as the sub-priority numbers. The route construction is the same as described in Section 3.4.3. Therefore, sorting the second, fourth, and sixth elements by increasing sigmoid value, the route for this solution is 3-1-5-6-2-4.

**The noise controlling**

As previous stated, the noisy fitness problem is the issue of the discrete PSO in which based on probability method. There are the noise-resistant methods in other evolutionary methods and/or heuristic methods. However, it is rare in the discrete PSO approach. By the way, the technique I selected has a parameter in which able to control the noise in the step of changing from the velocity array to the position array. The $\sigma$ is a parameter which is required to be determined. The large sigma value means the large noise. On the other hand, the small sigma value
means the small noise in the transformation process. The idea of sigma value can be described as Fig. 25. The figure represents the transformation process of the first element of the array (the sigmoid transformation) in Fig. 23. The mean of this element is 1.37 ($\mu = 1.37$) with $\sigma = 0.5$. As in Fig. 25, the area under the curve between $[-0.5, 0.5]$ is 0.04084, between $[0.5, 1.5]$ is 0.56164, between $[1.5, 2.5]$ is 0.38552, and between $[2.5, 3.5]$ is 0.01181.

Accordingly, the probability that the first element is assigned number “0” is 4.084%, number “1” is 56.164%, number “2” is 38.552%, and number “3” is 1.181%. The other numbers ($(-\infty, 0]$ and $[3, +\infty)$) will be assigned to the first array with probability 0.019%. Technically, I can adjust these probabilities by changing the value of $\sigma$. The larger sigma affects to the larger variation. On the other hand, the smaller sigma affects to the smaller variation. Therefore, the noise of the transformation process is controlled by the sigma value. See appendix B.
3.4.5 Local improvement

A number of local improvements can be found Ahuja et al. [36], Funke et al. [35], and Braysy and Gendreau [34]. To ensure my proposed method is comparable to other competitive methods, I deploy four common local improvement methods, where each can be categorized as either an intra-route improvement or inter-route improvement method.

2-Opt exchange method

The 2-Opt exchange method is a well-known intra-route improvement method for the TSP. This method consists of choosing two edges in the route, permuting the circulation between ending customers of these edges and reconnecting the route. Fig. (26) illustrates the mechanism of this method. The complexity of a move is $O(N^2)$, where $N$ is the number of customers.

Or-Opt exchange method

The Or-Opt exchange method is proposed by Or [32] for the TSP. The idea is to relocate a chain of $l$ consecutive customers (usually 1, 2, or 3 consecutive customers). This method replaces three edges in the original tour with three new edges without modifying the orientation of the route. Fig. (27) illustrates the mechanism of this method. Checking Or-Opt requires $O(N^2)$ time.
The 1-1 exchange method is one of the inter-route improvement methods. This method randomly selects two routes and moves a customer from the first route to the second route. Then a customer from the second route is arbitrary selected and moved to the first route. Fig. (28) shows the mechanism of the 1-1 exchange method.

1-0 exchange method

The 1-0 exchange method is similar to the 1-1 exchange method. However, only one move is performed in the 1-0 exchange. The customer from the first route is moved to the second route. The new route’s orientation is accepted if the vehicle’s capacity constraint is held. Fig. (29) illustrates the mechanism of the 1-0 exchange method.
Figure 29. 1-0 exchange method

Figure 30. Integrated local improvement method
Table 10. From-to-Chart (in miles)

<table>
<thead>
<tr>
<th>From-to</th>
<th>Depot</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depot</td>
<td>0</td>
<td>18</td>
<td>21</td>
<td>11</td>
<td>15</td>
<td>21</td>
<td>25</td>
<td>12</td>
</tr>
<tr>
<td>1</td>
<td>18</td>
<td>0</td>
<td>21</td>
<td>24</td>
<td>32</td>
<td>37</td>
<td>36</td>
<td>16</td>
</tr>
<tr>
<td>2</td>
<td>21</td>
<td>21</td>
<td>0</td>
<td>15</td>
<td>24</td>
<td>40</td>
<td>45</td>
<td>30</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>24</td>
<td>15</td>
<td>0</td>
<td>10</td>
<td>26</td>
<td>33</td>
<td>23</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>32</td>
<td>24</td>
<td>10</td>
<td>0</td>
<td>20</td>
<td>30</td>
<td>26</td>
</tr>
<tr>
<td>5</td>
<td>21</td>
<td>37</td>
<td>40</td>
<td>26</td>
<td>0</td>
<td>13</td>
<td>23</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>25</td>
<td>36</td>
<td>45</td>
<td>33</td>
<td>30</td>
<td>13</td>
<td>0</td>
<td>20</td>
</tr>
<tr>
<td>7</td>
<td>12</td>
<td>16</td>
<td>30</td>
<td>23</td>
<td>26</td>
<td>23</td>
<td>20</td>
<td>0</td>
</tr>
</tbody>
</table>

**Integrated local improvement method**

The local improvement step of the proposed approaches is halted if no improvement can be made within the specified number of iterations on each local improvement method. Fig. 30 illustrates the procedure of the local improvement method in which $A, B, C,$ and $D$ are the predefined parameters.

**3.5 Example Simulation**

This section explains the procedure of the PSO for CVRP. The simulation is simplified by ignoring the sub-swarm index; thus, the extinction and offspring reproduction processes are disregarded. A problem used in this section is shown as Fig. 31. There are 7 customers with demand $D_i = [4, 4, 5, 7, 8, 3, 5]$ for $i \in \{1, \ldots, 7\}$ and the vehicle capacity $Q = 15$. Table 10 shows the distance between locations.

**Initialization**

Suppose the number of particles, $N$, is set as 3. Thus, the initial solutions, $x_{i\in\{1,2,3\}}$, are generated. By using the sweep algorithm in Table 9, three initial solutions are obtained as shown in Fig. 32, Fig. 33, and Fig. 34. Then, the route configurations are encoded to arrays; $x_0^1 = [1, 2, 3, 4, 5, 6, 7]$, $x_0^2 = [7, 1, 2, 3, 4, 5, 6]$, and $x_0^3 = [6, 7, 1, 2, 3, 4, 5]$. Next, $pbest_i^0$ is memorized and $gbest_0^0 = \arg\min_{i\in\{1,2,3\}} f(x_i^0)$. In this particular example, $gbest_0^0 = x_0^3$ which yields the fitness value = 165.
Continuous PSO

In case of continuous PSO, the velocity array is continuous numbers between 0 and the number of customers. In this example, the velocity of each particle is randomly generated between [0, 7]. Suppose the velocity arrays are obtained; $v_1^0 = [0.3, 4.5, 2.1, 3.3, 0.5, 6.3, 2.7], v_2^0 = [1.2, 0.7, 6.4, 3.5, 1.2, 3.3, 5.5], \text{and } v_3^0 = [6.5, 2.1, 0.2, 4.4, 2.7, 2.0, 1.2]$. Next, Eq. (30) is used to update the velocity.

$$v_i^1 = \omega v_i^0 + \phi_1 \beta_1 (pbest_i^0 - x_i^0) + \phi_2 \beta_2 (gbest_i^0 - x_i^0)$$

Suppose $\omega^0 = 0.6$ (calculated from Eq. (28) and Eq. (29)), $\phi_1 = \phi_2 = 0.2$, $\beta_1 = 0.3$, and $\beta_2 = 0.5$, thus the next velocity of each particle are:
Figure 32. Particle 1: initial solution

Figure 33. Particle 2: initial solution
Figure 34. Particle 3: initial solution

Particle 1

\[ v_1 = 0.6 \times \begin{bmatrix} 0.3 \\ 4.5 \\ 2.1 \\ 3.3 \\ 0.5 \\ 6.3 \\ 2.7 \end{bmatrix} + 0.2 \times 0.3 \times \begin{bmatrix} 1 - 1 \\ 2 - 2 \\ 3 - 3 \\ 4 - 4 \\ 5 - 5 \\ 6 - 6 \\ 7 - 7 \end{bmatrix} + 0.2 \times 0.5 \times \begin{bmatrix} 6 - 1 \\ 7 - 2 \\ 1 - 3 \\ 2 - 4 \\ 3 - 5 \\ 4 - 6 \\ 5 - 7 \end{bmatrix} = \begin{bmatrix} 0.68 \\ 3.20 \\ 1.06 \\ 1.78 \\ 0.10 \\ 3.58 \\ 1.42 \end{bmatrix} \]

Accordingly, \( v_1 = [0.68 \ 3.20 \ 1.06 \ 1.78 \ 0.10 \ 3.58 \ 1.42] \)

Particle 2

\[ v_2 = 0.6 \times \begin{bmatrix} 1.2 \\ 0.7 \\ 6.4 \\ 3.5 \\ 1.2 \\ 3.3 \\ 5.5 \end{bmatrix} + 0.2 \times 0.3 \times \begin{bmatrix} 7 - 7 \\ 1 - 1 \\ 2 - 2 \\ 3 - 3 \\ 4 - 4 \\ 5 - 5 \\ 6 - 6 \end{bmatrix} + 0.2 \times 0.5 \times \begin{bmatrix} 6 - 7 \\ 7 - 1 \\ 1 - 2 \\ 2 - 3 \\ 3 - 4 \\ 4 - 5 \\ 5 - 6 \end{bmatrix} = \begin{bmatrix} 0.62 \\ 1.02 \\ 3.74 \\ 2.00 \\ 0.62 \\ 1.88 \\ 3.20 \end{bmatrix} \]

Again, \( v_2 = [0.62 \ 1.02 \ 3.74 \ 2.00 \ 0.62 \ 1.88 \ 3.20] \)
Particle 3

\[
\mathbf{v}_3^1 = 0.6 \times \begin{pmatrix} 6.5 \\ 2.1 \\ 0.2 \\ 4.4 \\ 2.7 \\ 2.0 \\ 1.2 \end{pmatrix} + 0.2 \times 0.3 \times \begin{pmatrix} 6 - 6 \\ 7 - 7 \\ 1 - 1 \\ 2 - 2 \\ 3 - 3 \\ 4 - 4 \\ 5 - 5 \end{pmatrix} + 0.2 \times 0.5 \times \begin{pmatrix} 6 - 6 \\ 7 - 7 \\ 1 - 1 \\ 2 - 2 \\ 3 - 3 \\ 4 - 4 \\ 5 - 5 \end{pmatrix} = \begin{pmatrix} 3.90 \\ 1.26 \\ 0.12 \\ 2.64 \\ 1.62 \\ 1.20 \\ 0.72 \end{pmatrix}
\]

Finally, \( \mathbf{v}_3^1 = [3.90 \ 1.26 \ 0.12 \ 2.64 \ 1.62 \ 1.20 \ 0.72] \)

Next, Eq. (31) is used to update the velocity. Note that if \( x_{ij}^1 > x_{\text{max}} \) then \( x_{ij}^1 = x_{\text{max}} \) and if \( x_{ij}^1 < x_{\text{min}} \) then \( x_{ij}^1 = x_{\text{min}} \) where \( x_{\text{max}} = 7 \), \( x_{\text{min}} = 0 \) for this example.

\[
\mathbf{x}_i^1 = \mathbf{x}_i^0 + \mathbf{v}_i^1
\]

Particle 1

\[
\text{max} \begin{pmatrix} 7.00, & 1 + 0.68, & 2 + 3.20, & 3 + 1.06, & 4 + 1.78, & 5 + 0.10, & 6 + 3.58, & 7 + 1.42 \end{pmatrix} = \begin{pmatrix} 1.68 \\ 5.26 \\ 4.06 \\ 5.78 \\ 5.10 \\ 7.00 \\ 7.00 \end{pmatrix} = \mathbf{x}_1^1
\]

\( \mathbf{x}_1^1 = [1.68 \ 5.26 \ 4.06 \ 5.78 \ 5.10 \ 7.00 \ 7.00] \)

Particle 2

\[
\text{max} \begin{pmatrix} 7.00, & 7 + 0.62, & 1 + 1.02, & 2 + 3.74, & 3 + 2.00, & 4 + 0.62, & 5 + 1.88, & 6 + 3.20 \end{pmatrix} = \begin{pmatrix} 7.00 \\ 2.02 \\ 5.74 \\ 5.00 \\ 5.00 \\ 4.62 \\ 6.88 \\ 7.00 \end{pmatrix} = \mathbf{x}_2^1
\]

\( \mathbf{x}_2^1 = [7.00 \ 2.02 \ 5.74 \ 5.00 \ 4.62 \ 6.88 \ 7.00] \)
Particle 3

\[
\begin{align*}
\max \begin{pmatrix}
7.00, & 6 + 3.90 \\
7 + 1.26, & 7.00 \\
1 + 0.12, & 1.12 \\
2 + 2.64, & 4.64 \\
3 + 1.62, & 3.62 \\
4 + 1.20, & 5.20 \\
5 + 0.72, & 7.00
\end{pmatrix} &= \begin{pmatrix}
7.00 \\
7.00 \\
1.12 \\
4.64 \\
3.62 \\
5.20 \\
7.00
\end{pmatrix} = x^1_3
\end{align*}
\]

\[x^1_3 = [7.00 \ 7.00 \ 1.12 \ 4.64 \ 3.62 \ 5.20 \ 7.00] \]

Next, the solution arrays are decoded in order to obtain the route configurations and the total distance of each particle. In this example, the position array of particle 1 is \[x^1_1 = [1.68 \ 5.26 \ 4.06 \ 5.78 \ 5.10 \ 7.00 \ 7.00] \]. The numbers in the elements are the rank of each customer. The numbers are sorted increasingly. Thus, customer 1 is the first and customer 3 is the second. In case of ties numbers, customer 6 and 7 for this particle, the velocity will be used as the rank numbers. For example, \[v^0_{16} = 3.58 \] and \[v^0_{17} = 1.42 \] (the velocity element 6 = 3.58 and element 7 = 1.42). In this case, customer 7 is served before customer 6. The route configuration of particle 1 is 1-3-2-5-4-7-6 which the vehicle capacity limit divides it into 3 trips as shown in Fig. 35. The fitness value is 191.

Particle 2 is \[x^1_2 = [7.00 \ 2.02 \ 5.74 \ 5.00 \ 4.62 \ 6.88 \ 7.00] \] which can be routed as 2-5-4-3-6-1-7. Likewise, the vehicle capacity limit divides it into 3 trips as shown in Fig. 36. The fitness value is 211. Particle 3 is \[x^1_3 = [7.00 \ 7.00 \ 1.12 \ 4.64 \ 3.62 \ 5.20 \ 7.00] \] which can be routed as 3-5-4-6-7-2-1. The vehicle capacity limit divides it into 3 trips as shown in Fig. 37. The fitness value is 195. The next iteration starts after the \(pbest\) and \(gbest\) are updated. \(pbest^1_1 = pbest^0_1\) because \(f(x^1_1) \not\leq f(pbest^0_1)\). Likewise, \(pbest^1_2 = pbest^0_2\) and \(pbest^1_3 = pbest^0_3\) because the fitness values of these particles are not improving. \(gbest\) is still the same, \(gbest^1 = gbest^0 = x^0_3\). This procedure executes iteratively until the maximum iteration count, \(T\), is reached. Table 12 shows the mechanism of the updating of \(pbest\) and \(gbest\).
Figure 35. Particle 1: solution of the 1st iteration (continuous)

Figure 36. Particle 2: solution of the 1st iteration (continuous)
Figure 37. Particle 3: solution of the 1st iteration (continuous)

Table 11. pbest and gbest updating (continuous PSO)

<table>
<thead>
<tr>
<th>Iteration (t)</th>
<th>$f(x_1^t)$</th>
<th>$f(pbest_1^t)$</th>
<th>$f(x_2^t)$</th>
<th>$f(pbest_2^t)$</th>
<th>$f(x_3^t)$</th>
<th>$f(pbest_3^t)$</th>
<th>$f(pbest_4^t)$</th>
<th>$f(gbest^t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>178</td>
<td>178</td>
<td>182</td>
<td>182</td>
<td>165</td>
<td>165</td>
<td>165</td>
<td>165</td>
</tr>
<tr>
<td>1</td>
<td>191</td>
<td>178</td>
<td>211</td>
<td>182</td>
<td>195</td>
<td>165</td>
<td>165</td>
<td>165</td>
</tr>
<tr>
<td>2</td>
<td>150</td>
<td>150</td>
<td>179</td>
<td>179</td>
<td>190</td>
<td>165</td>
<td>165</td>
<td>150</td>
</tr>
<tr>
<td>3</td>
<td>165</td>
<td>150</td>
<td>160</td>
<td>160</td>
<td>195</td>
<td>165</td>
<td>165</td>
<td>150</td>
</tr>
<tr>
<td></td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
Discrete PSO

Fig. 32, Fig. 33, and Fig. 34 are again used as three initial solutions, as the last. However, the encoded arrays are now different—the numbers in the elements are between 0 and \( n - 1 \) where \( n \) is the number of customers. Thus, the initial arrays are \( x_0^1 = [0 \ 1 \ 2 \ 3 \ 4 \ 5 \ 6] \), \( x_0^2 = [6 \ 0 \ 1 \ 2 \ 3 \ 4 \ 5] \), and \( x_0^3 = [5 \ 6 \ 0 \ 1 \ 2 \ 3 \ 4] \). Next, \( pbest_0^i \) is memorized and \( gbest_0^0 = \arg \min_{i \in \{1, 2, \ldots, 7\}} f(x_0^i) \). In this particular example, \( gbest_0^0 = x_0^3 \) which yields the fitness value = 165.

In case of continuous PSO, the velocity array is continuous numbers between 0 and the number of customers. However, in case of the discrete PSO, the velocity of each particle is a continuous number which is randomly generated between \([-4, 4]\] because of the discussion in Section 3.2. Suppose the velocity arrays are obtained;
\[
\begin{align*}
v_0^0 & = [-1.2 \ 2.5 \ 0.5 \ -3.3 \ -0.5 \ 1.1 \ -2.7], \\
v_2^0 & = [1.2 \ -3.7 \ 0.3 \ 3.5 \ -1.2 \ -1.1 \ -2.0], \text{ and } v_3^0 = [1.5 \ 2.1 \ -3.5 \ -2.0 \ 2.7 \ 2.0 \ -3.7].
\end{align*}
\]
Next, Eq. (30) and Eq. (50) are used to update the velocity.

\[
\begin{align*}
v_1^i & = \omega_0 v_0^i + \phi_1 \beta_1 (pbest_i^0 - x_i^0) + \phi_2 \beta_2 (gbest_i^0 - x_i^0) \\
\tilde{v}_1^i & = \text{sig}(v_1^i) = \frac{7}{1 + e^{-v_1^i}}
\end{align*}
\]
Suppose \( \omega_0 = 0.5 \) (calculated from Eq. (28) and Eq. (29)), \( \phi_1 = \phi_2 = 0.2 \), \( \beta_1 = 0.7 \), and \( \beta_2 = 0.2 \), thus the next velocity of each particle are:

**Particle 1**
\[
\begin{align*}
\begin{bmatrix}
-1.2 \\
2.5 \\
0.5 \\
-3.3 \\
-0.5 \\
1.1 \\
-2.7
\end{bmatrix}
\end{align*}
\]
\[
\begin{align*}
0.2 \times 0.7 \times
\begin{bmatrix}
0 \\
1 \\
2 \\
3 \\
4 \\
5 \\
6
\end{bmatrix}
\end{align*}
\]
\[
\begin{align*}
\begin{bmatrix}
5 \\
6 \\
2 \\
1 \\
3 \\
4 \\
6
\end{bmatrix}
\end{align*}
\]
\[
\begin{align*}
\begin{bmatrix}
-0.40 \\
1.45 \\
0.17 \\
-1.73 \\
-0.33 \\
0.47 \\
-1.43
\end{bmatrix}
\end{align*}
\]

86
\[ \tilde{\mathbf{v}}_1 = \begin{pmatrix} \frac{7}{1 + e^{0.46}} \\ \frac{7}{1 + e^{1.43}} \\ \frac{7}{1 + e^{-0.17}} \\ \frac{7}{1 + e^{1.17}} \\ \frac{7}{1 + e^{-0.87}} \\ \frac{7}{1 + e^{1.43}} \end{pmatrix} = \begin{pmatrix} 2.80 \\ 5.66 \\ 3.79 \\ 1.05 \\ 2.92 \\ 4.30 \\ 1.35 \end{pmatrix} \]

\[ \tilde{\mathbf{v}}_1 = [2.80 \ 5.66 \ 3.79 \ 1.05 \ 2.92 \ 4.30 \ 1.35] \]

**Particle 2**

\[ \mathbf{v}_2^1 = 0.5 \times \begin{pmatrix} 1.2 \\ -3.7 \\ 0.3 \\ 3.5 \\ -1.2 \\ -1.1 \\ -2.0 \end{pmatrix} + 0.2 \times 0.7 \times \begin{pmatrix} 6 - 6 \\ 0 - 0 \\ 1 - 1 \\ 2 - 2 \\ 1 - 2 \\ 3 - 3 \\ 5 - 5 \end{pmatrix} + 0.2 \times 0.2 \times \begin{pmatrix} 5 - 6 \\ 6 - 0 \\ 0 - 1 \\ 2 - 3 \\ 3 - 4 \\ 4 - 5 \end{pmatrix} = \begin{pmatrix} 0.56 \\ -1.61 \\ 0.11 \\ 1.71 \\ -0.64 \\ -0.59 \\ -1.04 \end{pmatrix} \]

\[ \tilde{\mathbf{v}}_2 = \begin{pmatrix} \frac{7}{1 + e^{0.36}} \\ \frac{7}{1 + e^{1.61}} \\ \frac{7}{1 + e^{-0.11}} \\ \frac{7}{1 + e^{-1.31}} \\ \frac{7}{1 + e^{0.64}} \\ \frac{7}{1 + e^{1.02}} \end{pmatrix} = \begin{pmatrix} 4.45 \\ 1.16 \\ 3.69 \\ 5.92 \\ 2.41 \\ 2.49 \end{pmatrix} \]

Accordingly, \( \tilde{\mathbf{v}}_2 = [4.45 \ 1.16 \ 3.69 \ 5.92 \ 2.41 \ 2.49 \ 1.82] \)

**Particle 3**

\[ \mathbf{v}_3^1 = 0.5 \times \begin{pmatrix} 1.5 \\ 2.1 \\ -3.5 \\ -2.0 \\ 2.7 \\ 2.0 \\ -3.7 \end{pmatrix} + 0.2 \times 0.7 \times \begin{pmatrix} 5 - 5 \\ 6 - 6 \\ 0 - 0 \\ 1 - 1 \\ 2 - 2 \\ 3 - 3 \\ 4 - 4 \end{pmatrix} + 0.2 \times 0.2 \times \begin{pmatrix} 5 - 5 \\ 6 - 6 \\ 0 - 0 \\ 1 - 1 \\ 2 - 2 \\ 3 - 3 \\ 4 - 4 \end{pmatrix} = \begin{pmatrix} 0.75 \\ 1.05 \\ -1.75 \\ -1.00 \\ 1.35 \\ 1.00 \\ -1.85 \end{pmatrix} \]
\[
\tilde{v}_3^1 = \begin{pmatrix}
\frac{7}{1+e^{-0.75}} \\
\frac{7}{1+e^{-1.05}} \\
\frac{7}{1+e^{-1.75}} \\
\frac{7}{1+e^{-1.05}} \\
\frac{7}{1+e^{-1.75}} \\
\frac{7}{1+e^{-1.85}}
\end{pmatrix} = \begin{pmatrix}
4.75 \\
5.18 \\
1.03 \\
1.88 \\
5.55 \\
5.11 \\
0.95
\end{pmatrix}
\]

Accordingly, \( \tilde{v}_3^1 = [4.75\ 5.18\ 1.03\ 1.88\ 5.55\ 5.11\ 0.95] \)

Then, Eq. (51) and Eq. (52) are used to find the position of each particle.
Suppose \( \sigma = 0.7 \), and \( \beta \) are generated separately.

\[
\tilde{x}_i^1 = \text{round}(\tilde{v}_i^1 + (7 - 1) \times \sigma \times \beta)
\]

\[
x_{ij}^1 = \begin{cases} 
Z - 1 & \text{if } \tilde{x}_{ij}^1 > Z - 1 \\
0 & \text{if } \tilde{x}_{ij}^1 < 0
\end{cases}
\]

**Particle 1**

\[
\tilde{x}_1^1 = \text{max} \begin{pmatrix}
\text{6,round} \\
2.80 \\
5.66 \\
3.79 \\
1.05 \\
2.92 \\
4.30 \\
1.35
\end{pmatrix} + 6 \times 0.7 \times \begin{pmatrix}
0.12 \\
0.55 \\
0.33 \\
0.05 \\
0.73 \\
0.39 \\
0.62
\end{pmatrix} = \begin{pmatrix}
3 \\
6 \\
5 \\
1 \\
6 \\
6 \\
4
\end{pmatrix} = x_1^1
\]

\( x_1^1 = [3\ 6\ 5\ 1\ 6\ 6\ 4] \)

**Particle 2**

\[
\tilde{x}_2^1 = \text{max} \begin{pmatrix}
\text{6,round} \\
4.45 \\
1.16 \\
3.69 \\
5.92 \\
2.41 \\
2.49 \\
1.82
\end{pmatrix} + 6 \times 0.7 \times \begin{pmatrix}
0.05 \\
0.17 \\
0.04 \\
0.92 \\
0.15 \\
0.33 \\
0.07
\end{pmatrix} = \begin{pmatrix}
5 \\
2 \\
4 \\
6 \\
3 \\
4 \\
2
\end{pmatrix} = x_2^1
\]

\( x_2^1 = [5\ 2\ 4\ 6\ 3\ 4\ 2] \)
Table 12. pbest and gbest updating (discrete PSO)

<table>
<thead>
<tr>
<th>Iteration (t)</th>
<th>f(x₁)</th>
<th>f(pbest₁)</th>
<th>f(x₂)</th>
<th>f(pbest₂)</th>
<th>f(x₃)</th>
<th>f(pbest₃)</th>
<th>f(gbest)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>178</td>
<td>178</td>
<td>182</td>
<td>182</td>
<td>165</td>
<td>165</td>
<td>165</td>
</tr>
<tr>
<td>1</td>
<td>211</td>
<td>178</td>
<td>205</td>
<td>182</td>
<td>177</td>
<td>165</td>
<td>165</td>
</tr>
<tr>
<td>2</td>
<td>200</td>
<td>178</td>
<td>190</td>
<td>182</td>
<td>200</td>
<td>165</td>
<td>165</td>
</tr>
<tr>
<td>3</td>
<td>170</td>
<td>170</td>
<td>150</td>
<td>150</td>
<td>180</td>
<td>165</td>
<td>150</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>

Particle 3

\[
\tilde{x}_3^1 = \max \left(6, \text{round} \begin{pmatrix} 4.75 \\ 5.18 \\ 1.03 \\ 1.88 \\ 5.55 \\ 5.11 \\ 0.95 \end{pmatrix} + 6 \times 0.7 \times \begin{pmatrix} 0.77 \\ 0.00 \\ 0.56 \\ 0.02 \\ 0.63 \\ 0.88 \\ 0.21 \end{pmatrix} \right) = \begin{pmatrix} 6 \\ 5 \end{pmatrix} = x_3^1
\]

\[x_3^1 = [6 \ 5 \ 3 \ 2 \ 6 \ 6 \ 2]\]

The decoding method of the discrete PSO is same as the continuous version. Particle 1 position array is \(x_1^1 = [3 \ 6 \ 5 \ 1 \ 6 \ 6 \ 4]\). The numbers in the elements are the rank of each customer. The numbers are sorted increasingly. \(\tilde{v}_t^i\) is used when there is a tie. Thus, particle 1 can be routed as 4-1-7-3-5-6-2. Particle 2’s position array is \(x_2^1 = [5 \ 2 \ 4 \ 6 \ 3 \ 4 \ 2]\) which can be routed as 2-7-5-6-3-1-4. Particle 3’s position array is \(x_3^1 = [6 \ 5 \ 3 \ 2 \ 6 \ 6 \ 2]\) which can be routed as 7-4-3-2-1-6-5. The route configurations of the particle 1, 2, and 3 are shown in Fig. 38, Fig. 39, and Fig. 40, respectively.

As in the continuous version, the next iteration starts after pbest and gbest are updated. \(pbest_1^1 = pbest_0^1\) because \(f(x_1^1) > pbest_0^1\). Similarly, \(pbest_2^1 = pbest_2^0\) and \(pbest_3^1 = pbest_3^0\) because no improve on fitness values. This procedure executes iteratively until the maximum iteration count, \(T\), is reached.
Figure 38. Particle 1: solution of the 1st iteration (discrete)

\[ X^1_1 : Q = 15 \]

Total Distance = 211

Figure 39. Particle 2: solution of the 1st iteration (discrete)

\[ X^1_2 : Q = 15 \]

Total Distance = 205
3.6 Computational Experiments

In order to demonstrate the effectiveness and performance of the proposed methods, computational experiments on two benchmark data sets have been conducted. The first set is Christofides benchmark data set [78]. This data set has 14 benchmark problems in which the number of customers varies between 50 and 199. The second set is Chen’s benchmark data set [71]. The 15 benchmark problems from Chen’s benchmark data set were selected in a manner similar to that in the studies of Ai and Kachitvichyanukul [73] and Kim and Son [74].

3.6.1 Competitive approaches

Two PSO-based approaches were selected for comparison with the proposed approaches. The first approach was the SR-2, which was proposed by Ai and Kachitvichyanukul [73]. The second approach was the Prob MAT which was proposed by Kim and Son [74].
In order to produce comparable results among competitive approaches, the local improvement step of SR-2 and Prob MAT was changed to the similar methods which I used in the proposed approaches. That is to say, the 2-Opt exchange, Or-Opt exchange, 1-1 exchange, and 1-0 exchange methods were consecutively deployed to all competitive approaches. The first improvement strategy (FI) [33] has been used to guide the choice of the next move to be performed (as shown in Fig. 30).

3.6.2 Parameter settings

The PSO parameters of my proposed methods were set as follows: the number of particles, \( N = 40 \); the number of sub-swarms, \( S = 4 \); the maximum number of iterations, \( T = 1000 \); the maximum inertia weight, \( \omega_{\text{max}} = 0.7 \); the minimum inertia weight, \( \omega_{\text{min}} = 0.3 \); the step size of the inertia weight, \( \Delta \omega = 0.1 \); the cognitive and social factors, \( \phi_1 = \phi_2 = 0.2 \); the bounce factor, \( \delta = 0.5 \); the standard deviation (for the discrete PSO version), \( \sigma = 0.1n \) where \( n \) is the number of customers.

3.6.3 Results and discussions

The algorithms have been implemented in C++ language using Microsoft Visual Studio 2010 on a Windows 7 Intel Xeon, 2.4 GHz processor with 64 GB of RAM. Since the algorithms in this study were stochastic search algorithms, the approaches were repeated 15 times for each benchmark problem, and the best fitness values and the worst fitness values of each algorithm have been reported.

Table 13 shows the best and the worst results among 15 trials of all competitive algorithms on the problem set of Christofides et al. [78]. The best performance among competitive algorithms are highlighted in boldface. The BKS stands for the best known solution. As the results show, the discrete PSO outperforms other
competitive algorithms by providing 10 best solutions on the 14 benchmark problems. The Prob MAT, SR-2, and continuous PSO yield 7, 6, and 5 best solutions on the 14 benchmark problems, respectively.
Table 13. Computational results of Christofides’ benchmark data sets

| Problem | Num. Cust. | Num. Route | Fitness value (distance) |  |  |  |  |
|---------|------------|------------|--------------------------|--------|--------|----------------|--------|----------------|----------------|
|         |            |            | **BKS** | **SR-2** | **Prob MAT** | **Continuous PSO** | **Discrete PSO** |
|         |            |            | Best | Worst | Best | Worst | Best | Worst |
| vrpnc1  | 50         | 5          | 524.61 | 524.61 | 524.61 | 679.32 | 524.61 | 665.13 |
|         | vrpnc2     | 75         | 10    | 835.26 | 524.61 | 842.73 | 524.61 | 894.84 |
|         | vrpnc3     | 100        | 8     | 826.14 | 524.61 | 894.56 | 524.61 | 897.16 |
|         | vrpnc4     | 150        | 12    | 1028.42 | 524.61 | 1128.25 | 524.61 | 902.65 |
|         | vrpnc5     | 199        | 17    | 1291.45 | 524.61 | 1406.39 | 524.61 | 1204.67 |
|         | vrpnc6     | 50         | 6     | 555.43 | 524.61 | 580.24 | 524.61 | 582.65 |
|         | vrpnc7     | 75         | 11    | 909.68 | 524.61 | 918.65 | 524.61 | 918.65 |
|         | vrpnc8     | 100        | 9     | 865.94 | 524.61 | 894.17 | 524.61 | 908.16 |
|         | vrpnc9     | 150        | 14    | 1162.55 | 524.61 | 1214.69 | 524.61 | 1248.67 |
|         | vrpnc10    | 199        | 18    | 1395.85 | 524.61 | 1479.93 | 524.61 | 1432.56 |
|         | vrpnc11    | 120        | 7     | 1042.11 | 524.61 | 1089.72 | 524.61 | 1574.49 |
|         | vrpnc12    | 100        | 10    | 819.56 | 524.61 | 826.37 | 524.61 | 832.15 |
|         | vrpnc13    | 120        | 11    | 1541.14 | 524.61 | 1592.17 | 524.61 | 839.42 |
|         | vrpnc14    | 100        | 11    | 866.37 | 524.61 | 877.29 | 524.61 | 889.08 |
Figure 41. The comparison on the small-size problems of Christofides’ data set

However, if I divide the benchmark problems into two classes: the small-size benchmark problems \((n \leq 75)\) and the large-size benchmark problems \((n > 75)\) where \(n\) is the number of customers, there are 4 small-size benchmark problems and 10 large-size benchmark problems in this data set. The continuous PSO and the Prob MAT yielded 4 best solutions on the 4 small size benchmark problems while the discrete PSO and the SR-2 yielded 3 and 2 best solutions on the 4 small-size benchmark problems, respectively (Fig. 41).

For the large-size benchmark problems \((n > 75)\), the discrete PSO provides 8 best solutions on the 10 large-size benchmark problems. The SR-2, Prob MAT and continuous PSO render 4, 3, and 1 best solutions on the 10 large-size benchmark problems, respectively (Fig. 42).
Table 14 shows the best and the worst results among 15 trials of all competitive algorithms on the problem set of Chen et al. [71]. The discrete PSO provides 10 best solutions on the 15 benchmark problems. The SR-2, Prob MAT, and continuous PSO generate 8, 8, and 6 best solutions on the 15 benchmark problems, respectively. In general, the discrete PSO dominates other competitive algorithms while the continuous PSO is less effective on Chen’s problem set.

There are 11 small-size benchmark problems and 4 large-size benchmark problems in Chen’s data set. Prob MAT provides 7 best solutions on the 11 small-size benchmark problems. The SR-2, continuous PSO, and discrete PSO respectively yielded 6, 6, and 5 best solutions on the 11 large-size benchmark problems (Fig. 43).
Table 14. Computational results of Chen’s benchmark data sets

<table>
<thead>
<tr>
<th>Problem</th>
<th>Num. Cust.</th>
<th>Num. Route</th>
<th>Fitness value (distance)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>BKS</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Best</td>
</tr>
<tr>
<td>an33k5</td>
<td>32</td>
<td>5</td>
<td>661</td>
</tr>
<tr>
<td>an46k7</td>
<td>45</td>
<td>7</td>
<td>914</td>
</tr>
<tr>
<td>an60k9</td>
<td>59</td>
<td>9</td>
<td>1354</td>
</tr>
<tr>
<td>bn35k5</td>
<td>34</td>
<td>5</td>
<td>955</td>
</tr>
<tr>
<td>bn45k5</td>
<td>44</td>
<td>5</td>
<td>751</td>
</tr>
<tr>
<td>bn68k9</td>
<td>67</td>
<td>9</td>
<td>1272</td>
</tr>
<tr>
<td>en30k3</td>
<td>29</td>
<td>3</td>
<td>534</td>
</tr>
<tr>
<td>en51k5</td>
<td>50</td>
<td>5</td>
<td>521</td>
</tr>
<tr>
<td>en76k7</td>
<td>75</td>
<td>7</td>
<td>682</td>
</tr>
<tr>
<td>fn72k4</td>
<td>71</td>
<td>4</td>
<td>237</td>
</tr>
<tr>
<td>fn135k7</td>
<td>134</td>
<td>7</td>
<td>1162</td>
</tr>
<tr>
<td>mn101k10</td>
<td>100</td>
<td>10</td>
<td>820</td>
</tr>
<tr>
<td>mn121k7</td>
<td>120</td>
<td>7</td>
<td>1034</td>
</tr>
<tr>
<td>pn76k4</td>
<td>75</td>
<td>4</td>
<td>593</td>
</tr>
<tr>
<td>pn101k4</td>
<td>100</td>
<td>4</td>
<td>681</td>
</tr>
</tbody>
</table>
For the large-size benchmark problem \((n > 75)\) of Chen’s data set, the discrete PSO produces 4 best solutions on the 4 large-size benchmark problems. The ProbMAT, SR-2, and continuous PSO yield 2, 1, and 0 best solutions on the 4 large-size benchmark problems. Fig. 44 shows the comparison on the large-size benchmark problems.

The experiment’s results affirm that the discrete PSO outperforms other competitive algorithms on the large-size benchmark problems \((n > 75)\) while the continuous PSO is suitable for the small-size benchmark problems \((n \leq 75)\). Next, I shall discuss the other aspect of the result—the variation.
Relative percent deviation

The relative percent deviation (RDP) measures the deviation of the algorithm’s output compared to the best known fitness value. The calculation of the RDP is shown in Eq.(58):

\[
RDP = \left( \frac{G - C^*}{C^*} \times 100 \right)
\]

where \(G\) is the global best of the approach and \(C^*\) is the best known value. The average RDP (\(\overline{RDP}\)) is calculated with Eq.(59):

\[
\overline{RDP} = \frac{\sum_{i=1}^{N} RPD_i}{N}
\]

where \(N\) is the number of benchmark problems in the data set.
Table 15. Relative Percent Deviation (RPD) of Christofides’ benchmark data sets

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Best</td>
<td>Worst</td>
<td>Best</td>
<td>Worst</td>
</tr>
<tr>
<td>vrpn1</td>
<td>50</td>
<td>5</td>
<td>0.00</td>
<td>29.49</td>
<td>0.00</td>
<td>38.66</td>
</tr>
<tr>
<td>vrpn2</td>
<td>75</td>
<td>10</td>
<td>0.89</td>
<td>3.60</td>
<td>0.00</td>
<td>18.19</td>
</tr>
<tr>
<td>vrpn3</td>
<td>100</td>
<td>8</td>
<td>0.39</td>
<td>8.28</td>
<td>0.77</td>
<td>16.85</td>
</tr>
<tr>
<td>vrpn4</td>
<td>150</td>
<td>12</td>
<td>1.99</td>
<td>9.71</td>
<td>1.88</td>
<td>13.59</td>
</tr>
<tr>
<td>vrpn5</td>
<td>199</td>
<td>17</td>
<td>2.51</td>
<td>16.61</td>
<td>3.14</td>
<td>16.63</td>
</tr>
<tr>
<td>vrpn6</td>
<td>50</td>
<td>6</td>
<td>0.00</td>
<td>4.47</td>
<td>0.00</td>
<td>10.30</td>
</tr>
<tr>
<td>vrpn7</td>
<td>75</td>
<td>11</td>
<td>0.99</td>
<td>3.69</td>
<td>0.39</td>
<td>6.44</td>
</tr>
<tr>
<td>vrpn8</td>
<td>100</td>
<td>9</td>
<td>1.95</td>
<td>3.26</td>
<td>0.00</td>
<td>4.88</td>
</tr>
<tr>
<td>vrpn9</td>
<td>150</td>
<td>14</td>
<td>1.97</td>
<td>4.48</td>
<td>1.17</td>
<td>7.41</td>
</tr>
<tr>
<td>vrpn10</td>
<td>199</td>
<td>18</td>
<td>2.34</td>
<td>6.02</td>
<td>3.40</td>
<td>12.63</td>
</tr>
<tr>
<td>vrpn11</td>
<td>120</td>
<td>7</td>
<td>0.62</td>
<td>4.55</td>
<td>1.95</td>
<td>14.14</td>
</tr>
<tr>
<td>vrpn12</td>
<td>100</td>
<td>10</td>
<td>0.00</td>
<td>0.83</td>
<td>0.00</td>
<td>3.14</td>
</tr>
<tr>
<td>vrpn13</td>
<td>120</td>
<td>11</td>
<td>0.33</td>
<td>3.31</td>
<td>0.45</td>
<td>5.07</td>
</tr>
<tr>
<td>vrpn14</td>
<td>100</td>
<td>11</td>
<td>0.00</td>
<td>1.26</td>
<td>0.00</td>
<td>2.62</td>
</tr>
</tbody>
</table>

|                | Average RPD: $\overline{RPD}$ | 1.00 | 7.12 | 0.94 | 12.18 | 4.92 | 11.89 | 0.72 | 8.64 |
| Interval: (Worst $\overline{RPD}$ – Best $\overline{RPD}$) | 6.12 | 11.24 | 6.97 | 7.91 |
Table 16. Relative Percent Deviation (RPD) of Chen’s benchmark data sets

<table>
<thead>
<tr>
<th>Problem Num.</th>
<th>Num. SR-2</th>
<th>Num. MAT</th>
<th>Continuous PSO</th>
<th>Discrete PSO</th>
</tr>
</thead>
<tbody>
<tr>
<td>an33k5</td>
<td>32</td>
<td>0.00</td>
<td>0.00</td>
<td>0.45</td>
</tr>
<tr>
<td>an46k7</td>
<td>45</td>
<td>0.11</td>
<td>0.00</td>
<td>0.11</td>
</tr>
<tr>
<td>an60k9</td>
<td>59</td>
<td>0.07</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>bn35k5</td>
<td>34</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>bn45k5</td>
<td>44</td>
<td>0.00</td>
<td>0.40</td>
<td>0.27</td>
</tr>
<tr>
<td>bn68k9</td>
<td>67</td>
<td>0.39</td>
<td>0.24</td>
<td>0.31</td>
</tr>
<tr>
<td>en30k3</td>
<td>29</td>
<td>0.00</td>
<td>0.00</td>
<td>0.37</td>
</tr>
<tr>
<td>en51k5</td>
<td>50</td>
<td>0.58</td>
<td>0.58</td>
<td>0.38</td>
</tr>
<tr>
<td>en76k7</td>
<td>75</td>
<td>0.00</td>
<td>0.73</td>
<td>0.00</td>
</tr>
<tr>
<td>fn72k4</td>
<td>71</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>fn135k7</td>
<td>134</td>
<td>0.00</td>
<td>0.69</td>
<td>0.00</td>
</tr>
<tr>
<td>mn101k10</td>
<td>100</td>
<td>0.24</td>
<td>0.12</td>
<td>0.00</td>
</tr>
<tr>
<td>mn121k7</td>
<td>120</td>
<td>0.48</td>
<td>0.19</td>
<td>0.10</td>
</tr>
<tr>
<td>pn76k4</td>
<td>75</td>
<td>0.51</td>
<td>0.17</td>
<td>0.17</td>
</tr>
<tr>
<td>pn101k4</td>
<td>100</td>
<td>0.44</td>
<td>0.44</td>
<td>0.44</td>
</tr>
</tbody>
</table>

Average RPD: $\frac{\text{RPD}}{10}$

Interval: $(\text{Worst } \text{RPD} - \text{Best } \text{RPD})$
Table 15 and Table 16 show the RDP of the results from Table 13 and Table 14, respectively. From Table 15, the discrete PSO provides the smallest average RPD (0.72) on the best solution results. Interestingly, even the discrete PSO provides the best average RPD; however, the interval value between the best $RDP$ and the worst $RDP$ is worse than in the SR-2 and the continuous PSO. This means that the discrete PSO generates more fluctuating outputs than the SR-2 and the continuous PSO. Similarly, as in Table 16, the discrete PSO yields the smallest average RPD (0.16) on the best solution results. Nonetheless, the interval values between $RDP$ and the worst $RDP$ is worse than the SR-2 and the continuous PSO.

This phenomena can be explained by the “noisy-fitness evaluation”. Since the discrete decoding method uses the sigmoid function as Eq.(50) and the discrete number generation function as Eq.(51), the different element fitness value can be obtained from the identical particle (the so-called noisy-fitness evaluation). Thus, the discrete PSO generates solutions with varying success.

The Prob MAT provides the highest value of the interval between the worst $RDP$ and the best $RDP$. This can be explained by the nature of the algorithm itself. The Prob MAT randomly assigns the probability to each array in the matrix, in the extreme. There is nothing controlling the noise. In contrast, the continuous PSO and SR-2 are noiseless fitness evaluation methods.

In fact, the noisy-fitness evaluation enhances the performance of the search algorithms. The wide interval value between the best fitness value and the worst fitness value is compensated for by the chance to obtain the better fitness value. On the other hand, the higher noisy-fitness evaluation degrades the convergence rate of the PSO method, as in the Prob MAT.
3.7 Conclusions

This chapter proposed a continuous PSO and a discrete PSO extensions for novel adaptive PSO: the Survival Sub-swarms Adaptive Particle Swarm Optimization with velocity-line bouncing (SSS-APSO-vb), presented in Chapter 2. The computational results on the benchmark data sets showed that the proposed PSO-based algorithms are comparable with recent competitive algorithms. The continuous PSO works well on the small-size problems \( n \leq 75 \), while the discrete PSO outperforms other algorithms on the large-size problems \( n > 75 \).

The performance of the proposed methods are enhanced by the following reasons. First, the performance of the novel PSO improves the exploration and exploitation abilities. Second, in the case of the discrete PSO, the noisy-fitness evaluation, which can be controlled by the predefined parameter \( \sigma \), elevates the search performance of the approach through the search space. Third, the quality of the solutions is improved by the low-cost local improvement methods.

Although the parameter settings on the proposed algorithms were obtained from a preliminary study, they may not be suitable for problems from different domains. Consequently, a practitioner needs a preliminary study to design a robust parameter settings.
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CHAPTER 4

PSO for the Partitioned Vehicle of a Multi Commodity Recyclables Collection Problem

4.1 Introduction

Logistics can be divided into forward logistics and reverse logistics. Forward logistics refers to the distribution of materials/goods from one or more original points to customers. Reverse logistics refers to the collecting of materials/wastes from customers back to one or more collecting points [1]. The forward logistics has been fine-tuned and extensively studied for decades. However, the problem study of reverse logistics is relatively recent. The white paper of the Council of Logistics Management (CLM), first published the definition of reverse logistics in the early 1990’s:

“... the term often used to refer to the role of logistics in recycling, waste disposal, and management of hazardous materials; a broader perspective includes all relating to logistics activities carried out in source reduction, recycling, substitution, reuse of materials and disposal.” [2]

In the end of 1990’s, Rogers and Tibben-Lembke defined reverse logistics stressing the goal and the processes involved:

“... the process of planning, implementing, and controlling the efficient, cost-effective flow of raw materials, in-process inventory, finished goods, and related information from the point of consumption to the point of origin for the purpose of recapturing value or proper disposal.” [3]

Fleischmann summarized the characteristics of reverse logistic as follows:

“... is the process of planning, implementing, and controlling the efficient, effective inbound flow and storage of secondary goods and related information opposite to the traditional supply chain direction for the purpose of recovering value or proper disposal.” [4]
In conclusion, reverse logistics refers to the logistics activities, which involves the physical transportation of used products—no longer required by the users—back to producers to be used again in a market. Reverse logistics includes both transportation of used products and recyclable waste. Fleischmann [5] presented the framework of logistics, Fig. 45, in which depicted both forward logistics and reverse logistics. Reverse logistics can be divided into two systems. The first system is known as closed-loop system in which a used product is returned to the same manufacturer in order to remanufacturing and reused. The second system is known as open-loop system in which a used product and/or packaging (recyclables) is not returned to the original manufacturer. Seuring and Muller [6] and Brandenburg et al. [7] provided comprehensive literature reviews on the closed-loop logistics system. Fleischmann et al. [5] provided broad review on the open-loop logistics system and related activities. In this study, I focus on the path between customers and collectors, known as “collection of recyclables”.

Figure 45. Forward-reverse logistics: source [5]
The collection of recyclables is defined as a fleet of trucks operating to pick-up recyclables—such as paper, plastic, glass, and metal cans—either curbside or at customer sites and then taking the materials to a Material Recovery Facility (MRF) with an objective of minimizing total operational cost. In general, the cost of the collection program is responsible by the municipality [8]. The waste collection costs were estimated to be between 60% and 80% of the solid waste management budget [9, 10]. In order to lower the collection cost, the municipality may deploy a community aggregation center in which consumers bring their segregated recyclables to a local facility where the material is stored for pickup by a recycling service. Accordingly, the recycling company faces the challenging problem of how to preserve the segregated materials during the transportation. This brings me to a specific truck configuration problem, known as “partitioned trucks”.

As the literature review of Mohanty [1] suggests, there are a number of advantages of using partitioned trucks for recycling. The labor and processing costs are reduced by separating the recyclables at the source. The partitions enhance the volume of materials that can be collected because of shredding and compacting equipment. In the case of hazardous materials, the partitioned trucks are more suitable than the traditional trucks. Finally, for preserving the segregated materials, a partitioned truck cost less than employing a specified truck for each type of materials.

4.2 A Multi Commodity Recyclables Collection Problem
4.2.1 The truck partition problem

The truck partition problem (TPP) was first introduced by Reimer et al. [11]. The authors derived this model from the study of Wiese and Zelewski [12], in which formulated the waste creation as an Economic Order Quantity (EOQ) model. Two closed-from expressions were proposed: the optimal number of trash pick-ups (n*)
and the optimal amount of waste per pick-up ($q^*$). The formulas are respectively shown as:

$$n^* = \sqrt{\frac{\alpha \beta T^2}{2C_{pf}}}$$  \hspace{1cm} (60)$$

$$q^* = \sqrt{\frac{2C_{pf}Q}{\beta T}}$$  \hspace{1cm} (61)$$

where $\alpha$ is the waste accumulation rate, $\beta$ is the waste storage costs rate, $T$ is the time period $[0, T]$ between two pick-ups, $C_{pf}$ is the trash pick-up fee, and $Q$ is the amount of accumulated materials over a given time period $[0, T]$. This formulation improves our estimation of the amount of materials picked up and the interval time between two pick-ups.

Reimer et al. [11] proposed the truck size problem model which known as Recycling Vehicle Sizing Problem (RVSP). The RVSP focuses on determining an optimal truck size (capacity) that needs to pick-up recyclables in order to minimize the expected cost of collection. The authors used the idea of a news vendor problem. On a given route, a single truck is assigned to collect recyclables. There is a chance that the designed truck is over sized or under sized. The authors addressed the underage cost, $C_u$, which is defined as a per unit cost of under-sizing the collection truck and the overage cost, $C_o$, which is defined as a per unit cost of over-sizing the collection truck. As in the derivation of the news vendor problem, the critical ratio is obtained.

$$F(\alpha^*) = \frac{C_u}{(C_u + C_o)}$$  \hspace{1cm} (62)$$

where $\alpha^*$ is the optimal truck capacity for collecting recyclables on the given route.

As mentioned above, then, the truck partition problem (TPP) is introduced. The TPP is an extended model of the RVSP in which each material is assumed to be stored in a separate compartment in the vehicle. In the case of unrestricted
collection compartment capacity, the model can be formulated as the RVSP in which each item is formulated separately. However, the optimal truck capacity does not correspond to an actual truck size, Eq. (63). To overcome this problem, the feasible optimization truck size on a given route is calculated first. Then, each optimal compartment size is determined based on the feasible optimal truck size.

\[ \alpha^* = \sum_{i=1}^{n} \alpha_i^* \]  

(63)

where \( \alpha^* \) is optimal truck size, \( \alpha_i^* \) is optimal compartment size \( i \), and \( n \) is number of different items.

In the case of restricted collection compartment capacity, the problem is formulated as a multi-product news vendor problem.

\[ Z \left( \sum_{i=1}^{n} \theta_i, \sum_{i=1}^{n} \alpha_i \right) = \sum_{i=1}^{n} [C_{oi} \max (0, \alpha_i - \theta_i) + C_{ui} \max (0, \theta_i - \alpha_i)] \]  

(64)

where \( \theta_i \) is amount of recyclables type \( i \) be collected with a truck compartment capacity \( \alpha_i \). The multi-product and multi-constraint news vendor problem is known as a newsstand problem. The problem is described in stochastic inventory theory as a resource constrained news vendor problem. Reimer et al [11] proposed the Lagrange multiplier \( \lambda \) to solve this problem as unconstrained problem (relaxed problem). The authors also introduced a marginal analysis and integer programming formulation techniques to solve this problem. The RVSP and TPP models in this paper improves our ability to configure the truck on a given route. However, the problem formulation did not involve to the route configuration. Nowadays, the collection cost has increased substantially. New ideas of municipal solid waste collection programs are being experimented such as co-collection of waste and recyclables to reduce costs [13, 14]. Therefore, the system of recyclables collection has drawn attention from researchers.

Mohanty [1] proposed the mathematical model for the partitioned truck for a recycling company. The company has been collecting recyclables from commercial
customers in Rhode Island for a decade. The company uses partitioned vehicles to collect different type of waste from customers. The recyclables are segregated and placed in marked containers. In such a case, the recyclables is categorized into mixed recyclables, mixed paper, office paper, and old newspaper. The integer programming formulation was proposed as in Section 4.3. A major difference between the Capacitated Vehicle Routing Problem (CVRP) and the partitioned truck for the recyclables waste collection problem is that, in later case, each customer may get visited more than once by the same truck as well as by more than one truck.

4.2.2 The vehicle routing problem with compartments (VRPC)

Technically, the partitioned vehicle of recyclables collection problem is relevant to the Vehicle Routing Problem with Compartments (VRPC) which is a variant of the Capacitated Vehicle Routing Problem (CVRP). In many industries, delivered goods are not homogeneous. To save transportation costs, those industries often employ vehicles with compartments in order to allow transporting heterogenous goods together on the same vehicle, but in different compartment. Chajakis and Guignard [15] proposed two integer programming models for deliveries of food and grocery items to convenience stores in which consist of dry, refrigerated, and frozen items together in the same truck. The first formulation is for fixed compartment vehicle and the second formulation is for flexible compartment vehicle. The authors proposed a framework of Lagrange relaxation to solve the problems. Avella et al. [16] solved a fuel delivery problem which using truck with different capacity tanks. Moreover, a fleet of heterogeneous trucks is also considered in this study. Two solution approaches have been proposed. The first one is a fast heuristic that simultaneously solves an assignment and routing problems. The second is an exact approach in which the problem is formulated by a Set Partitioning problem and solved by a Branch-and-Price (B&P) method. A set of real data from the
company was tested. The results showed that the fast heuristic yielded solutions in a reasonable computational time (not over 0.1 second) while the exact approach yielded the best solution (10% better than the fast heuristic and 25% better than the company’s practice).

Cornillier et al. [17] also solved a real problem of the Petrol Station Replenishment Problem (PSRP) in Eastern Quebec, Canada. The approaching was divided into two stages: an assignment problem and a routing problem. The assignment problem was formulated as a set partitioning model and solved by standard integer linear programming. The routing problem was solved by two distinct strategies: a matching problem and a column generation scheme. Fallani et al. [18] used a metaheuristic, Memetic Algorithm (MA), to solve a multi-compartment vehicle routing problem. This approach is a variant of Genetic Algorithm (GA) which a local search procedure used to intensify the search. As we have seen, a metaheuristic is independent from a mathematical formulation. The decision variables were encoded as chromosomes, then, standard processes of the deployed approach (selection and crossover for this case) are applied. Standard VRP problem sets were modified to be used as benchmark instances in this study. The experiment results showed that Memetic algorithm provided very close to the best-known VRP solutions while the computational time were slightly better than a competitive approach, Tabu Search (TS).

Muyldermans and Pang [19] investigated effective well-known local improvement methods such as 2-opt, cross exchange, and relocate on a multi-compartment vehicle routing problem. The authors also proposed a procedure that combined local improvement method and a Guided Local Search metaheuristic (GLS). The GLS enhances the performance of local improvement methods without increasing running time substantially. The authors also extended their study to a comparison
between a separate collection and a co-collection systems. They found that the co-
collection system out performed the separate collection system. More specifically,
the improvement over separate collection system increases when the number of
items is higher, when the vehicle capacity increases, when the items are less bulky,
when more customers request all items, when the customer density is lower and
when the depot is more centrally located in the distribution area. Melechovsky [20]
studied an extension of VRPC named VRPC with time windows. An Evolution-
ary Local Search algorithm (ELS) was deployed to solve instances in literature.
The average gap between the ELS solutions and the best known solutions were
vary between 4% and 6%. Reed et al. [21] made use of an Ant Colony algorithm
(AC) to solve multi-compartment vehicle routing in waste collection problem in
UK. The approach’s performance is enhanced by a $k$-means clustering algorithm.
The approach provided high-quality solutions for two-compartment test problems
size 50, 75, and 100 customers. Derigs et al. [22] provided a broad review on
applications, modeling, and heuristics of the VRPC.

4.3 Problem Formulation

This formulation is adapted from the formulation of Mohanty [1], which mod-
eled the problem as a Generalized Assignment Problem (GAP). However, as the
technology for partitioned truck has been changed, a new formulation is presented.
Nowadays, a partitioned truck can be adjusted, i.e., they have flexible compart-
ments [22].

Notation

$I$ Set of customers

$J$ Set of trucks that are used to pick up recyclables
$K$ Set of recyclable product types that need to be picked up

$L$ Set of partitions that exist for each truck

$a_{ik}$ Amount of recyclable product $k$ that needs to be picked up at customer $i$

$c_{ijkl}$ Variable cost of allocating product type $k$ of customer $i$ to partition $l$ of truck $j$

$b_{jl}$ Capacity of partition $l$ in truck $j$

$q_j$ Total capacity of truck $j$

$f_{jkl}$ Fixed cost of operating truck $j$ to pick up product $k$ in partition $l$

**Decision variables**

\[
x_{ijkl} = \begin{cases} 
1 & \text{if truck } j \text{ travels to customer } i \text{ to pick up product } k \\
0 & \text{otherwise}
\end{cases} \quad (65)
\]

\[
y_{jkl} = \begin{cases} 
1 & \text{if truck } j \text{ is used to place product type } k \text{ in partition } l \\
0 & \text{otherwise}
\end{cases} \quad (66)
\]

**Problem ($P$)**

Minimize \[
Z_P = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \sum_{l=1}^{L} c_{ijkl} x_{ijkl} + \sum_{j=1}^{J} \sum_{k=1}^{K} \sum_{l=1}^{L} f_{jkl} y_{jkl} \quad (67)
\]
Subject to,

\[ \sum_{j=1}^{J} \sum_{l=1}^{L} x_{ijkl} = 1, \quad \forall i \in I, \forall k \in K \quad (68) \]

\[ x_{ijkl} \leq y_{jkl}, \quad \forall i \in I, \forall j \in J, \forall k \in K, \forall l \in L \quad (69) \]

\[ \sum_{i=1}^{I} \sum_{k=1}^{K} a_{ik} x_{ijkl} \leq b_{jl}, \quad \forall j \in J, \forall l \in L \quad (70) \]

\[ \sum_{l=1}^{L} b_{jl} \leq q_j, \quad \forall j \in J \quad (71) \]

\[ \sum_{k=1}^{K} y_{jkl} \leq 1, \quad \forall j \in J, \forall l \in L \quad (72) \]

\[ x_{ijkl} \in \{0, 1\}, \quad \forall i \in I, \forall j \in J, \forall k \in K, \forall l \in L \quad (73) \]

\[ y_{jkl} \in \{0, 1\}, \quad \forall j \in J, \forall k \in K, \forall l \in L \quad (74) \]

Eq.(68) ensures that all recyclable product types that are available to be picked up from a customer site are placed in a partitioned truck. Thus, each product type at a customer location gets a single partition assigned to it. Eq.(69) is a condition which the recyclable product types are assigned to available partitioned trucks only. All the trucks may not get assigned if there are more trucks and capacity than is required and therefore, a subset of trucks may get picked as being available. Eq.(70) is capacity constraints which ensures that the partition capacities are not exceeded while Eq.(71) promotes flexible compartments. Nevertheless, the total compartments’ capacity must not exceed the truck’s capacity (in case of identical trucks, \( q_j \) may be replaced by \( Q \), where \( Q \) is total capacity of a truck). Eq.(72) makes sure that there is no product mixing within a partition. Eq.(73) and Eq.(74) ensure the integrality restrictions that are placed on the decision variables.

4.4 Resolution Framework

The approach used here iteratively solves the problem in three phases. The first phase, involves construction of the allocation cost matrix \( (c_{ij}) \). \( c_{ijkl} \) is ap-
proximated by $c_{ij}$ by assuming that the cost differences in assigning products to partitions are negligible. $f_{jkl}$ is the cost of invoking a truck and in the discussion that follows, the number of trucks are used as a parameter and set for each scenario. In the second phase, solving the assignment problem by Hybrid Particle Swarm Optimization-Lagrange Relaxation (Hybrid PSO-LR) algorithm. In the final phase, an equivalent Traveling Salesman Problem (TSP) is applied to the customers assigned to each truck to determine the route. The fitness value of the last phase is used to be an input of the first phase. The framework can be depicted as Fig. 46. Please note that, in this chapter, PSO is used as an alias for SSS-APSO.

4.4.1 Phase 1: constructing allocating cost matrix

The allocating cost calculation is based on the study of Fisher and Jaikumar [23]. However, in this study, it was modified for a symmetric cost matrix. In this particular case, the allocation problem $c_{ijkl}$ can be replaced by $c_{ij}$ because sending the same truck to the same customer, to pick up different products into different partitions are the same allocating cost. The allocating cost is calculated as follows:

$$c_{ij} = \| \text{Customer}_i - \text{Depot} \| + \| R_j - \text{Customer}_i \| - \| \text{Depot} - R_j \| \quad (75)$$

where $R_j$ is a route orientation. It is comparable to the seed of Fisher and Jaikumar [23]. In this phase, I make use of continuous PSO to find a good spot of the route orientation. The route orientation is encoded as an array. Suppose the array of 2 route orientations is $[12 \ 5 \ 50 \ 10]^T$, it means the first route orientation is on a reference point $(12, 5)$ and the second route orientation is on a reference point $(50, 10)$. 
Figure 46. Resolution framework
Figure 47. Route orientation and cost allocation

Table 17. The first phase procedure

<table>
<thead>
<tr>
<th>Input:</th>
<th>$Q$, $(x, y)$ coordinate of customer locations, route orientation array</th>
</tr>
</thead>
<tbody>
<tr>
<td>Output:</td>
<td>$c_{ij}$ cost matrix</td>
</tr>
<tr>
<td>1.</td>
<td>Calculate allocating cost of all customers $i$ to all route orientation $j$ using Eq.(75)</td>
</tr>
<tr>
<td>2.</td>
<td>Construct allocating cost matrix</td>
</tr>
</tbody>
</table>
4.4.2 Phase 2: solving the assignment problem by Hybrid PSO-LR

The Lagrange Relaxation (LR) technique was first used to solve an integer programming by Held and Karp [24, 25], who studied the traveling salesman problem. Fisher [23] provided insightful surveys of Lagrangian relaxation and its uses in integer programming. There are a number of studies applied LR to solve integer/mixed-integer programming problems as in [26], [27], [28]. In this study, I make use of the Lagrange relaxation incorporates with the particle swarm optimization, named Hybrid PSO-LR, to solve the generalized assignment problem (P).

Theoretically, there are two natural Lagrangian relaxations for the generalized assignment problem. The fist is obtained by dualizing constraints (68). The second relaxation is obtained by dualizing constraints (70) [23]. In this study, I use the second relaxation to model the relaxed problem (L). However, Eq. (70) and Eq. (71) are reduced into one equation.

**Problem (L)**

\[
\text{Min } Z_L = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \sum_{l=1}^{L} c_{ij} x_{ijkl} + \sum_{j=1}^{J} \sum_{k=1}^{K} \sum_{l=1}^{L} f_{jkl} y_{jkl} + \sum_{j=1}^{J} \left( \sum_{i=1}^{I} \sum_{k=1}^{K} \sum_{l=1}^{L} a_{ik} x_{ijkl} - q_j \right)
\]

It can be simplified and expressed as follows:

\[
\text{Min } Z_L = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \sum_{l=1}^{L} (c_{ij} + \lambda_j a_{ik}) x_{ijkl} - \sum_{j=1}^{J} \lambda_j q_j + \sum_{j=1}^{J} \sum_{k=1}^{K} \sum_{l=1}^{L} f_{jkl} y_{jkl}
\]

Subject to,

\[
\sum_{j=1}^{J} \sum_{l=1}^{L} x_{ijkl} = 1, \quad \forall i \in I, \forall k \in K \tag{76}
\]

\[
x_{ijkl} \leq y_{jkl}, \quad \forall i \in I, \forall j \in J, \forall k \in K, \forall l \in L \tag{77}
\]

\[
\sum_{k=1}^{K} y_{jkl} \leq 1, \quad \forall j \in J, \forall l \in L \tag{78}
\]

\[
x_{ijkl} \in \{0, 1\}, \quad \forall i \in I, \forall j \in J, \forall k \in K, \forall l \in L \tag{79}
\]

\[
y_{jkl} \in \{0, 1\}, \quad \forall j \in J, \forall k \in K, \forall l \in L \tag{80}
\]
Problem $L(\lambda)$ is a lower bound on the optimal objective function value of the original problem ($P$) for any value of the Lagrangian multiplier $\lambda$. To obtain the highest lower bound, I would need to solve the following optimization problem [29].

$$L^* = \max_{\lambda \geq 0} L(\lambda)$$

(81)

It is worth noting that the Lagrangian multipliers now are restricted to be nonnegative. This is a necessary condition for holding of $Z^*_L(\lambda) \leq Z^*_P$, where $Z^*_m$ is the optimum value of problem $m$. This relaxation problem named a 0-1 generalized upper bound problem. If there are no other side constraints, the problem is easily solved in time proportional to $|IJ|$ by determining $\min_i (c_{ij} + \lambda_i a_{ik})$.

The major task in deriving a good lower bound using the Lagrange method is computing a good set of multipliers. Theoretically, the Lagrangian multiplier problem can be solved by applying a linear programming methodology. One resulting algorithm, is known as Dantzig-Wolf decomposition or generalized linear programming. However, the expensive computational time is one of the major disadvantage of this approach. Accordingly, a subgradient optimization method is used to solve the Lagrangian multiplier problem [23]. Given an initial multiplier vector $\lambda$, a sequence of multipliers is generated using the following equation:

$$\lambda^{t+1} = \left[ \lambda^t + \Delta^t (AX^t - Q) \right]^+$$

(82)

where $X^t$ is an optimal solution to $L(\lambda^t)$ which is the Lagrangian problem with multiplier vector $\lambda^t$ and $\Delta^t$ is positive scalar step size. As mentioned above, Eq.(81), the Lagrangian multipliers is restricted to be nonnegative. Thus, the update formula, Eq.(82), is expressed by the notation $[y]^+$ denotes the “positive part” of the vector “y”; that is, the $i$th component of $[y]^+$ equals the maximum of 0 and $y_i$.

Let’s consider the choice of step sizes, $\Delta^t$. If the step size is too small, the algorithm would become stuck at the current point and not converge; if it is too
large, the iterates $\lambda^t$ might overshoot the optimal solution and perhaps even oscillate between two non-optimal solutions. Poljak [30] showed that $Z_L(\lambda^t)$ converges to $Z_L(\lambda^*)$ if $\Delta^t \to 0$ and $\sum_{t=1}^{T} \Delta^t \to \infty$. Certainly, these conditions are difficult to be satisfied and therefore the method is always used as a heuristic. Thus, in this study, the step size $\Delta^t$ is given by

$$\Delta^t = \frac{\alpha^t (UB - L(\lambda^t))}{\| AX^t - Q \|^2}$$  \hspace{1cm} (83)

where $\alpha^t$ is a constant that is generally set to 2 at iteration 1 and divided by 2 after a given number (5 for this study) of consecutive iterations have passed during which the best known lower bound has not improved.

The lower bounds are obtained by solving problem $(L)$ while the better upper bound is solved by a methaheuristic, discrete PSO. This hybrid technique is known as *Metaboosting* [28, 31, 32]. Additionally, there is a chance that the discrete PSO may not provide a feasible solution. In such a case, a feasibility restoration technique (i.e., repairing procedure) would be activated. A simple rule based on the Knapsack problem (*Turnpike Theorem*) is used to restore feasibility [33]. The feasibility restoration procedure is described in Table 18 and the second phase procedure is described in Table 19.

### 4.4.3 Phase 3: sequencing customers within routes

In this phase, the total travel distance between customers is minimized. This is done by applying a Traveling Salesman Problem (TSP) algorithm to sequence the customers so as to minimize the total distance traveled between customers for vehicle. There are a number of TSP algorithms. The exact TSP algorithms can solve optimal solutions for a small sequencing problem while the heuristic TSP algorithms yield near optimal solutions for a large sequencing problem. The solution of this phase is an input of the first phase for next iteration. An identical assignment configuration must obtain the same route configuration. This require-
Table 18. Feasibility restoration procedure

1. **Set** \( j = 0 \)
2. **Terminate check.** If the termination criteria hold, **then** stop. The outcome is UB
3. **If** vehicle \( j \) is not overload, **then** go to step 6;
   **else** calculate \( a_{ik}/c_{ij} \) \( \forall k, \forall j \) which are assigned to \( j \)
4. **Sort** \( a_{ik}/c_{ij} \) in decreasing order and assign index \( m = 0 \ldots M \)
5. **Set** \( L = 0 \) and \( m = 0 \)
   5.1 **If** \( L = L + (a_{ik})_m \leq Q \), **then** \( L = L + (a_{ik})_m \)
      **else** go to step 5.3
   5.2 Assign \( (a_{ik})_m \) to a closet available capacity vehicle
   5.3 \( m = m + 1 \)
   5.4 **If** \( m \leq M \) **then** go to step 5.1; **else** go to next step
6. \( j = j + 1 \)
7. **Go to** step 2

Table 19. The second phase procedure

| Input: | \( c_{ij} \) cost matrix, route orientation vector |
| Output: | the feasible solution and the infeasible solution |

1. **Initialization**
   (a) Set \( t_1 = 0 \) (iteration counter)
   (b) Initiate \( \lambda^t_1 \)
2. **Terminate Check.** If the termination criteria hold, **then** stop
   The outcome of the algorithm will be the feasible assignment solution (optimal solution) and the infeasible assignment solution (LB);
   **else** go to next step
3. **Solve** problem \( L(\lambda^t_1) \) using CPLEX solver
4. **If** the solution is a feasible solution **then** terminate the algorithm and the outcome is the feasible assignment solution; **else** go to next step
5. **Solve** \( \lambda^{t+1} \)
   5.1 **Solve** UB, set \( t_2 = 0 \)
      (a) **Terminate Check.** If the termination criteria hold, **then** stop
      The outcome is the UB and go to step 5.2; **else** go to next step
      (b) **Solve** UB using discrete PSO
      (c) **If** the final solution from discrete PSO is not feasible
         **then** apply the feasibility restoration rule; **else** go to next step
      (d) Set \( t_2 = t_2 + 1 \)
   5.2 **Calculate** \( \Delta^t_1 \) using Eq.(83)
   5.3 **Calculate** \( \lambda^{t+1} \) using Eq.(82)
6. **Set** \( t_1 = t_1 + 1 \)
7. **Go to** step 2
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Table 20. Customer locations

<table>
<thead>
<tr>
<th>Customer</th>
<th>x-position</th>
<th>y-position</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-2.0</td>
<td>2.0</td>
</tr>
<tr>
<td>2</td>
<td>-4.0</td>
<td>-1.0</td>
</tr>
<tr>
<td>3</td>
<td>-2.0</td>
<td>-3.0</td>
</tr>
<tr>
<td>4</td>
<td>0.5</td>
<td>-5.0</td>
</tr>
<tr>
<td>5</td>
<td>4.0</td>
<td>-1.0</td>
</tr>
<tr>
<td>6</td>
<td>5.0</td>
<td>1.0</td>
</tr>
<tr>
<td>7</td>
<td>1.0</td>
<td>2.0</td>
</tr>
</tbody>
</table>

moment supports a learning ability of the particle swarm in order to move the route orientation in the next iteration.

As a result, an exact TPS approach is needed. Unfortunately, the TSP is an $\mathcal{NP}$-complete problem. Thus, a heuristic approach is a candidate for this study. As mentioned above, an identical route configuration of an assignment configuration is needed. In this study, I make use of a myopic heuristic, named Nearest neighbor heuristic [34] to determine the sequence of each vehicle.

4.5 Example simulation

This section describes the procedure of the Hybrid PSO-LR for the partitioned vehicle of a multi commodity recyclables collection problem using an example as shown in Fig.48. There are 7 customers, 3 product types, and two adjustable partition vehicles with total capacity $Q = 30$. The customer locations and the amount of product types need to be picked up are shown in Table 20 and Table 21, respectively. The total amount of recyclable is 55. Thus, the minimum number of required vehicles is $\left\lceil \sum_{i=1}^{7} \sum_{k=1}^{3} a_{ik} / Q \right\rceil = \left\lceil \frac{55}{30} \right\rceil = 2$. Note that it is assumed that there are no fixed costs in this example.

Initialization

The route orientations are randomly generated. Suppose the route orientations array is $[-1.0 \ 1.0 \ 2.0 \ -1.0]$. One array is for one particle in the swarm.
Table 21. Amount of recyclables to be picked up ($a_{ik}$)

<table>
<thead>
<tr>
<th>Customer</th>
<th>Recyclables Type 1</th>
<th>Recyclables Type 2</th>
<th>Recyclables Type 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>4</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>1</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>6</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>7</td>
<td>2</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>
That means if 40 particles are needed, 40 arrays of the route orientation are generated. In this example, I would like to show only one particle in the swarm. The array means the first route orientation is positioned at $(-1.0, 1.0)$ and the second route orientation is positioned at $(2.0, -1.0)$. Fig. 49 shows the route orientations of the array $[-1.0, 1.0, 2.0, -1.0]$. 

**Phase 1**

By using Eq. (75), the allocating cost, $c_{ij}$, is shown as Table 22.

**Phase 2**

The mathematical model of Problem ($L$) is constructed. The Lagrange multiplier array is also generated in this step. Suppose the initial Lagrange multiplier array is $\lambda_j = [0.8, 0.8]$ where $j \in \{1, 2\}$. 

Figure 49. Route orientations
Table 22. Distance between the route orientations and the customer locations ($c_{ij}$)

<table>
<thead>
<tr>
<th>Customer Locations</th>
<th>Route 1</th>
<th>Route 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.83</td>
<td>5.59</td>
</tr>
<tr>
<td>2</td>
<td>6.31</td>
<td>7.89</td>
</tr>
<tr>
<td>3</td>
<td>6.31</td>
<td>5.84</td>
</tr>
<tr>
<td>4</td>
<td>7.84</td>
<td>5.15</td>
</tr>
<tr>
<td>5</td>
<td>8.09</td>
<td>3.89</td>
</tr>
<tr>
<td>6</td>
<td>9.68</td>
<td>6.47</td>
</tr>
<tr>
<td>7</td>
<td>3.06</td>
<td>3.16</td>
</tr>
</tbody>
</table>

Min $Z_L = \sum_{i=1}^{I} \sum_{j=1}^{J} \sum_{k=1}^{K} \sum_{l=1}^{L} (c_{ij} + \lambda_j a_{ik}) x_{ijkl} - \sum_{j=1}^{J} \lambda_j q_j$

Subject to,

$$\sum_{j=1}^{J} \sum_{l=1}^{L} x_{ijkl} = 1, \quad \forall i \in I, \forall k \in K$$

$$x_{ijkl} \leq y_{jkl}, \quad \forall i \in I, \forall j \in J, \forall k \in K, \forall l \in L$$

$$\sum_{k=1}^{K} y_{jkl} \leq 1, \quad \forall j \in J, \forall l \in L$$

$$x_{ijkl} \in \{0, 1\}, \quad \forall i \in I, \forall j \in J, \forall k \in K, \forall l \in L$$

$$y_{jkl} \in \{0, 1\}, \quad \forall j \in J, \forall k \in K, \forall l \in L$$

Problem ($L$) is solved by CPLEX. The results is $x_{ijkl}$ array where $i \in \{1, .., 7\}, j \in \{1, 2\}, k \in \{1, 2, 3\},$ and $l \in \{1, 2\}$. If a feasible solution obtained, the procedure of phase 2 is done and the optimal solution is found. However, if an infeasible solution obtained, the subgradient optimization procedure is called in order to find a new Lagrange multiplier of the next iteration.

**Subgradient optimization method**

The solution array dimension is $1 \times 84$ in which each element contains a binary number. The process of subgradient optimization is not different from that found in the literature. However, the upper bound is obtained by using the discrete PSO
which is introduced in Chapter 3. Additionally, it uses the solution array as the input. If the solution from the discrete PSO is infeasible, the feasible restoration procedure is called. The main concept of the restoration procedure is not different from a bin packaging algorithm in which the benefit in this case is the amount of recyclables \( a_{ak} \) and the weight is the cost allocation \( c_{ij} \), see [33].

Phase 3

The last phase makes use of a simple heuristic TSP, *Nearest neighbor* algorithm. The method of the route orientation array updating is same as the continuous PSO. For example, the initial route orientation array is \([-1.0 \ 1.0 \ 2.0 \ -1.0]\) and velocity of this array is \([0.2 \ -0.1 \ -1.0 \ 0.5]\). The new route orientation array for the next iteration is \([-0.8 \ 0.9 \ 1.0 \ -0.5]\). The procedure of \( pbest \) and \( gbest \) memorization is same as the standard process PSO.

4.6 Computational Experiments

To evaluate the performance of Hybrid PSO-LR algorithm, computational experiments have been conducted on randomly generated instances. The proposed algorithm has been compared to the sweep algorithm—as described in Section 3.4.2—and the discrete PSO, proposed in Chapter 3. Additionally, a Parallel Particle Swarm Optimization (PPSO) algorithm is presented. The algorithms are described in Section 4.6.2.

4.6.1 Test problems design

The number of customers was varied from 50 to 260 for the test problems while the number of vehicles that was used to pick up recyclables was varied between 2 and 5. The total number of product types was varied between 2 and 5.

The instances are also divided into 3 series, 10 instances each. The first series, 100 series, is named “Remote Depot I”. This series of instances simulates a
recycling facility which located outside a county and is serving only that county; as a result, the customers are located in the up-right quadrant. The second series, 200 series, is named “Central Depot”. These instances imitate a situation in which a recycling facility located inside a county. As a result, the customers are located on all quadrants and the depot is on the center. The third series, 300 series, is named “Remote Depot II”. These instances simulate a situation in which a recycling facility is serving clusters of customers (between 2 and 5 clusters). Fig. 50, Fig. 51, and Fig. 52 depict the configurations of 100 series, 200 series, and 300 series instances, respectively.

4.6.2 Competitive algorithms

Two other competitive approaches were proposed. They are based on the discrete PSO approach in Section 3.4.4. However, these have been coded for different programming approaches: sequential and parallel.
Figure 51. Scatter plot of customer locations (Central depot)

Figure 52. Scatter plot of customer locations (Remote depot II)
Direct sequential PSO

In this version, the PSO was coded as serial process using a single central processing unit.

Direct parallel PSO

There are a number of parallel genetic algorithms. Nevertheless, the parallel PSO (PPSO) approaches are rare. Schutte [35] tested a coarse-grained parallelization of PSO on multiple local minima—large-scale analytical test problems with computationally cheap function evaluations and medium-scale biomechanical system identification problems with computationally expensive function evaluations. The results suggested that the PPSO yields a high performance under load-balanced conditions; alternatively, an asynchronous implementation is suitable for load-imbalanced conditions. Chang et al. [36] studied communication strategies in order to improve parallel efficiency. Cui [37] made use of a synchronous PPSO scheme to solve the design of electromagnetic absorbers. The synchronous PPSO scheme updates the global optimum only after the fitness values of all particles have been evaluated. In contrast to the synchronous scheme, the asynchronous PPSO scheme updates the global optimum value after each objective function evaluation. The authors compared the synchronous PPSO with a binary genetic algorithm and a real-coded genetic algorithm. The results showed that PSO is simpler to code than GAs, the PSO is competitive with other relatively complicated algorithms, and PSO may be more efficient than GAs. Venter [38] made use of an asynchronous PPSO solving a structural sub-optimization problem and an optimization design problem of an aircraft’s wing, Boeing 767. Waintraub et al. [39] proposed a peculiar PPSO, named Island PPSO to solve nuclear engineering problems: reactor core design (CD) and fuel reload (FR) optimization. The experimental results showed that Island PPSO outperformed a serial PSO and more efficient and robust than a
master-slave PPSO scheme. To the best of my knowledge, there is no an application of PPSO to the vehicle routing problem; specifically, the partitioned vehicle for recyclables collection problem.

In this study, use has been made of a standard synchronized PPSO. There are two reasons for this. First, the standard synchronize PPSO is a simple scheme which is easy to code. Second, the standard synchronized PPSO is suitable for the proposed algorithm, SSS-APSO, in which all updates and the process of extinction and offspring reproduction must be performed after the fitness values of all particles have been evaluated.

4.6.3 Parameter settings

All parameters for two direct PSO algorithms (sequential and parallel versions) in this study were the same as set in chapter 2 of SSS-APSO. They were set as follows: the number of particles, \( N = 40 \); the number of sub-swarms, \( S = 4 \); the maximum number of iterations, \( T = 1000 \); the maximum inertia weight, \( \omega_{\text{max}} = 0.7 \); the minimum inertia weight, \( \omega_{\text{min}} = 0.3 \); the step size of the inertia weight, \( \Delta \omega = 0.1 \); the cognitive and social factors, \( \phi_1 = \phi_2 = 0.2 \); the standard deviation, \( \sigma = 0.1n \) where \( n \) is \( |IK| \). The different parameter settings for Hybrid PSO-LR were the maximum number of iterations of the route orientation procedure, \( T_0 = 5 \); the maximum number of iterations of the Lagrange relaxation procedure, \( T_1 = 20 \); the maximum number of iterations of the PSO for UB solving, \( T_2 = 10 \). These are shown in Fig. 46 and Table 19.

4.6.4 Computational results

The Hybrid PSO-LR algorithm and other two competitive discrete PSO approaches (sequential and parallel versions) were coded in Python language 2.7 and the tests were executed on a Windows 7 Intel Xeon, 2.4 GHz processor with 64 GB
of RAM. The algorithms were independently executed 10 times for each instance, and the best fitness values, the worst fitness values, and the average fitness values of each approach were reported. Table 23 shows the results of all competitive algorithms and Table 24 shows the average values of the results. The best performance among competitive algorithms are highlighted in bold face. The Hybrid PSO-LR approach dominates other competitive algorithms in all instances.
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>vrpc100</td>
<td>76</td>
<td>2</td>
<td>2</td>
<td>Best</td>
<td>3747.47</td>
<td>3690.55</td>
<td>3704.91</td>
</tr>
<tr>
<td>vrpc101</td>
<td>133</td>
<td>2</td>
<td>5</td>
<td>Best</td>
<td>6821.20</td>
<td>6771.28</td>
<td>6864.53</td>
</tr>
<tr>
<td>vrpc102</td>
<td>146</td>
<td>4</td>
<td>4</td>
<td>Best</td>
<td>7676.63</td>
<td>7621.17</td>
<td>7713.34</td>
</tr>
<tr>
<td>vrpc103</td>
<td>154</td>
<td>3</td>
<td>3</td>
<td>Worst</td>
<td>8801.18</td>
<td>8555.00</td>
<td>8679.29</td>
</tr>
<tr>
<td>vrpc104</td>
<td>176</td>
<td>3</td>
<td>3</td>
<td>Ave.</td>
<td>9038.75</td>
<td>8781.61</td>
<td>8881.26</td>
</tr>
<tr>
<td>vrpc105</td>
<td>182</td>
<td>3</td>
<td>3</td>
<td>Ave.</td>
<td>10206.98</td>
<td>10155.53</td>
<td>10173.10</td>
</tr>
<tr>
<td>vrpc106</td>
<td>202</td>
<td>2</td>
<td>2</td>
<td>Ave.</td>
<td>10752.28</td>
<td>10463.13</td>
<td>10488.55</td>
</tr>
<tr>
<td>vrpc107</td>
<td>207</td>
<td>3</td>
<td>3</td>
<td>Ave.</td>
<td>11704.73</td>
<td>11642.90</td>
<td>11744.38</td>
</tr>
<tr>
<td>vrpc108</td>
<td>217</td>
<td>4</td>
<td>3</td>
<td>Ave.</td>
<td>11530.75</td>
<td>11408.95</td>
<td>11493.12</td>
</tr>
<tr>
<td>vrpc109</td>
<td>256</td>
<td>3</td>
<td>4</td>
<td>Ave.</td>
<td>13597.23</td>
<td>13473.17</td>
<td>13524.28</td>
</tr>
<tr>
<td>vrpc200</td>
<td>53</td>
<td>3</td>
<td>3</td>
<td>Ave.</td>
<td>5511.00</td>
<td>5048.47</td>
<td>5156.02</td>
</tr>
<tr>
<td>vrpc201</td>
<td>74</td>
<td>2</td>
<td>2</td>
<td>Ave.</td>
<td>7964.38</td>
<td>7412.48</td>
<td>7476.09</td>
</tr>
<tr>
<td>vrpc202</td>
<td>88</td>
<td>5</td>
<td>3</td>
<td>Ave.</td>
<td>9558.88</td>
<td>9011.27</td>
<td>9146.65</td>
</tr>
<tr>
<td>vrpc203</td>
<td>109</td>
<td>2</td>
<td>4</td>
<td>Ave.</td>
<td>11593.52</td>
<td>11207.15</td>
<td>11218.05</td>
</tr>
<tr>
<td>vrpc204</td>
<td>122</td>
<td>4</td>
<td>5</td>
<td>Ave.</td>
<td>13228.99</td>
<td>12682.03</td>
<td>12762.16</td>
</tr>
<tr>
<td>vrpc205</td>
<td>135</td>
<td>3</td>
<td>5</td>
<td>Ave.</td>
<td>13488.32</td>
<td>13080.22</td>
<td>13175.20</td>
</tr>
<tr>
<td>vrpc206</td>
<td>168</td>
<td>4</td>
<td>1</td>
<td>Ave.</td>
<td>17820.11</td>
<td>17250.17</td>
<td>17351.69</td>
</tr>
<tr>
<td>vrpc207</td>
<td>210</td>
<td>3</td>
<td>4</td>
<td>Ave.</td>
<td>22176.79</td>
<td>21454.63</td>
<td>21688.06</td>
</tr>
<tr>
<td>vrpc208</td>
<td>246</td>
<td>3</td>
<td>3</td>
<td>Ave.</td>
<td>24904.76</td>
<td>24229.45</td>
<td>24392.18</td>
</tr>
<tr>
<td>vrpc209</td>
<td>247</td>
<td>3</td>
<td>4</td>
<td>Ave.</td>
<td>25953.74</td>
<td>25242.45</td>
<td>25511.67</td>
</tr>
<tr>
<td>vrpc300</td>
<td>123</td>
<td>4</td>
<td>3</td>
<td>Ave.</td>
<td>4775.28</td>
<td>4988.71</td>
<td>5042.54</td>
</tr>
<tr>
<td>vrpc301</td>
<td>124</td>
<td>3</td>
<td>4</td>
<td>Ave.</td>
<td>4661.75</td>
<td>4750.75</td>
<td>4756.67</td>
</tr>
<tr>
<td>vrpc302</td>
<td>132</td>
<td>5</td>
<td>4</td>
<td>Ave.</td>
<td>5259.86</td>
<td>5200.06</td>
<td>5231.47</td>
</tr>
<tr>
<td>vrpc303</td>
<td>148</td>
<td>3</td>
<td>3</td>
<td>Ave.</td>
<td>5310.78</td>
<td>5384.76</td>
<td>5462.62</td>
</tr>
<tr>
<td>vrpc304</td>
<td>156</td>
<td>3</td>
<td>2</td>
<td>Ave.</td>
<td>5977.41</td>
<td>5958.58</td>
<td>6006.98</td>
</tr>
<tr>
<td>vrpc305</td>
<td>157</td>
<td>2</td>
<td>3</td>
<td>Ave.</td>
<td>6203.80</td>
<td>6236.68</td>
<td>6307.46</td>
</tr>
<tr>
<td>vrpc306</td>
<td>232</td>
<td>3</td>
<td>3</td>
<td>Ave.</td>
<td>8453.67</td>
<td>8492.85</td>
<td>8530.32</td>
</tr>
<tr>
<td>vrpc307</td>
<td>236</td>
<td>4</td>
<td>3</td>
<td>Ave.</td>
<td>9658.52</td>
<td>9208.16</td>
<td>9365.57</td>
</tr>
<tr>
<td>vrpc308</td>
<td>249</td>
<td>4</td>
<td>5</td>
<td>Ave.</td>
<td>8818.72</td>
<td>9343.24</td>
<td>9404.65</td>
</tr>
<tr>
<td>vrpc309</td>
<td>251</td>
<td>4</td>
<td>4</td>
<td>Ave.</td>
<td>9464.50</td>
<td>9655.74</td>
<td>9712.68</td>
</tr>
<tr>
<td>----------</td>
<td>------------</td>
<td>-------------------</td>
<td>-----------------</td>
<td>-------------------------------</td>
<td>---------------------------</td>
<td>-------------------------</td>
<td>---------------</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Average</td>
<td>Average</td>
<td>Average</td>
</tr>
<tr>
<td>vrpc100</td>
<td>76</td>
<td>2</td>
<td>2</td>
<td>3925.05</td>
<td>3704.91</td>
<td>3091.75</td>
<td>1014.66</td>
</tr>
<tr>
<td>vrpc101</td>
<td>133</td>
<td>2</td>
<td>5</td>
<td>6975.32</td>
<td>6826.46</td>
<td>6410.98</td>
<td>1949.98</td>
</tr>
<tr>
<td>vrpc102</td>
<td>146</td>
<td>4</td>
<td>4</td>
<td>7812.67</td>
<td>7643.84</td>
<td>6758.43</td>
<td>1524.96</td>
</tr>
<tr>
<td>vrpc103</td>
<td>154</td>
<td>3</td>
<td>3</td>
<td>8945.21</td>
<td>8636.52</td>
<td>7438.82</td>
<td>1731.97</td>
</tr>
<tr>
<td>vrpc104</td>
<td>176</td>
<td>3</td>
<td>3</td>
<td>9201.67</td>
<td>8843.94</td>
<td>7950.26</td>
<td>1521.02</td>
</tr>
<tr>
<td>vrpc105</td>
<td>182</td>
<td>3</td>
<td>3</td>
<td>10363.22</td>
<td>10177.01</td>
<td>8782.99</td>
<td>1950.77</td>
</tr>
<tr>
<td>vrpc106</td>
<td>202</td>
<td>2</td>
<td>2</td>
<td>10887.83</td>
<td>10544.30</td>
<td>9757.19</td>
<td>1684.08</td>
</tr>
<tr>
<td>vrpc107</td>
<td>207</td>
<td>3</td>
<td>3</td>
<td>11812.33</td>
<td>11171.56</td>
<td>10236.98</td>
<td>2238.22</td>
</tr>
<tr>
<td>vrpc108</td>
<td>217</td>
<td>4</td>
<td>3</td>
<td>11968.25</td>
<td>11454.46</td>
<td>10747.54</td>
<td>1791.62</td>
</tr>
<tr>
<td>vrpc109</td>
<td>256</td>
<td>3</td>
<td>4</td>
<td>13702.80</td>
<td>13496.40</td>
<td>12356.67</td>
<td>2443.03</td>
</tr>
<tr>
<td>vrpc200</td>
<td>53</td>
<td>3</td>
<td>3</td>
<td>5621.25</td>
<td>5109.82</td>
<td>4066.50</td>
<td>1605.19</td>
</tr>
<tr>
<td>vrpc201</td>
<td>74</td>
<td>2</td>
<td>2</td>
<td>8013.67</td>
<td>7440.77</td>
<td>5748.93</td>
<td>1901.03</td>
</tr>
<tr>
<td>vrpc202</td>
<td>88</td>
<td>5</td>
<td>3</td>
<td>9609.16</td>
<td>9062.94</td>
<td>7392.52</td>
<td>2667.46</td>
</tr>
<tr>
<td>vrpc203</td>
<td>109</td>
<td>2</td>
<td>4</td>
<td>11708.17</td>
<td>11169.65</td>
<td>9650.06</td>
<td>2860.55</td>
</tr>
<tr>
<td>vrpc204</td>
<td>122</td>
<td>4</td>
<td>5</td>
<td>13506.45</td>
<td>12739.85</td>
<td>10804.07</td>
<td>3083.56</td>
</tr>
<tr>
<td>vrpc205</td>
<td>135</td>
<td>3</td>
<td>5</td>
<td>13621.89</td>
<td>13108.63</td>
<td>11484.43</td>
<td>3312.61</td>
</tr>
<tr>
<td>vrpc206</td>
<td>168</td>
<td>4</td>
<td>2</td>
<td>17835.26</td>
<td>17284.17</td>
<td>15384.53</td>
<td>2559.35</td>
</tr>
<tr>
<td>vrpc207</td>
<td>210</td>
<td>3</td>
<td>4</td>
<td>22363.14</td>
<td>21590.62</td>
<td>19840.40</td>
<td>3661.55</td>
</tr>
<tr>
<td>vrpc208</td>
<td>246</td>
<td>3</td>
<td>4</td>
<td>25018.55</td>
<td>24326.97</td>
<td>22758.30</td>
<td>4228.75</td>
</tr>
<tr>
<td>vrpc209</td>
<td>247</td>
<td>3</td>
<td>3</td>
<td>26107.67</td>
<td>25403.37</td>
<td>23316.48</td>
<td>3892.92</td>
</tr>
<tr>
<td>vrpc300</td>
<td>123</td>
<td>4</td>
<td>4</td>
<td>4886.45</td>
<td>5015.08</td>
<td>8382.94</td>
<td>2445.17</td>
</tr>
<tr>
<td>vrpc301</td>
<td>124</td>
<td>3</td>
<td>2</td>
<td>4795.12</td>
<td>4758.01</td>
<td>8022.22</td>
<td>1729.44</td>
</tr>
<tr>
<td>vrpc302</td>
<td>132</td>
<td>5</td>
<td>4</td>
<td>5395.67</td>
<td>5264.96</td>
<td>7792.29</td>
<td>2192.13</td>
</tr>
<tr>
<td>vrpc303</td>
<td>148</td>
<td>3</td>
<td>3</td>
<td>5448.16</td>
<td>5440.22</td>
<td>9079.26</td>
<td>2139.62</td>
</tr>
<tr>
<td>vrpc304</td>
<td>156</td>
<td>3</td>
<td>2</td>
<td>6103.82</td>
<td>5996.97</td>
<td>9422.68</td>
<td>2554.89</td>
</tr>
<tr>
<td>vrpc305</td>
<td>157</td>
<td>3</td>
<td>3</td>
<td>6287.15</td>
<td>6209.44</td>
<td>14343.40</td>
<td>2779.12</td>
</tr>
<tr>
<td>vrpc306</td>
<td>232</td>
<td>2</td>
<td>3</td>
<td>8576.19</td>
<td>8569.07</td>
<td>18659.44</td>
<td>2914.12</td>
</tr>
<tr>
<td>vrpc307</td>
<td>236</td>
<td>4</td>
<td>4</td>
<td>9128.06</td>
<td>9319.51</td>
<td>16060.26</td>
<td>3706.71</td>
</tr>
<tr>
<td>vrpc308</td>
<td>249</td>
<td>4</td>
<td>5</td>
<td>8972.73</td>
<td>9369.73</td>
<td>20295.53</td>
<td>3264.36</td>
</tr>
<tr>
<td>vrpc309</td>
<td>251</td>
<td>4</td>
<td>4</td>
<td>9572.21</td>
<td>9696.74</td>
<td>23195.70</td>
<td>3825.07</td>
</tr>
</tbody>
</table>
The performance of proposed approach can be easily observed by presenting it as a relative percent deviation. In this study, the relative percent deviation is calculated as:

\[
\% \text{ deviation} = - \left( \frac{F - S}{S} \right) \times 100
\]  

where \( S \) is the fitness value of the sweep algorithm, \( F \) is the fitness value of the PSO-based approaches. Line plot of the relative percent deviation is shown in Fig. 53. The Hybrid PSO-LR provides the better relative percent deviation between 60% and 80%. The direct sequential PSO provides the percentage deviation between -5% and 8%. Generally, the direct parallel PSO performs better than the sequential version. However, in case of the Remote Depot II (300 series), the direct parallel PSO generates worse solutions. I discuss this issue in Section 4.6.7.

Fig. 54, Fig. 55, and Fig. 56 show the vrpc300 route configurations of the base solution, direct sequential PSO, and Hybrid PSO-LR, respectively. In this particular instance, there are three clusters of 123 customers. The total distance of the sweep algorithm is 4775.28 while of the direct sequential PSO and Hybrid
PSO-LR are 8227.13 and 2475.19, respectively.

Fig. 57 and Fig. 58 shows the route orientations of vrpc301 and vrpc305, respectively. The vrpc301 needs 2 vehicles to serve 124 customers in which located in two clusters. In the figure, we can see that the route orientations were randomly generated in the area of the lower cluster (“START” points). Then, the route orientations iteratively moved along with the particle swarm optimization mechanism to serve each cluster separately, the red one moved to the upper cluster while the blue one moved to serve the lower cluster. Likewise, Fig. 58, the trajectories of three route orientations demonstrated that even if they were started close to each other (red one and green one), they moved to serve the customer clusters separately. This behavior encourages the second phase (solving the assignment problem) to generate a good solution by providing a good allocating cost \((c_{ij})\) matrix.
Figure 55. A route configuration of the direct sequential PSO solution (vrpc300)

Figure 56. A route configuration of the PSO-LR solution (vrpc300)
Figure 57. The characteristic of route orientation (vrpc301)

Figure 58. The characteristic of route orientation (vrpc305)
4.6.5 The performance of Hybrid PSO-LR algorithm

It is worth noting that Hybrid PSO-LR algorithm is the one who provides percent gap of each instance. The percent gap is defined by the following equation.

\[
\% \text{ Gap} = \left( \frac{UB - LB}{UB} \right) \times 100
\]  

(85)

where \( UB \) is the best upper bound found (i.e., the objective value of the best feasible found so far, by PSO method), and \( LB \) is a lower bound on the optimal objective function value \( Z_L(\lambda) \) of the problem \((L)\).

To investigate the performance of PSO which is embedded in the subgradient method, a variant of Hybrid PSO-LR algorithm which removed PSO from the subgradient method has been coded. In this study, hypothesis testing is used to test the significance of differences between the algorithms. The null hypothesis, \( H_0 \), is the population mean of percent gap of Hybrid PSO-LR is not significantly different from the population mean of percent gap of the sole Lagrange relaxation method, and the alternative hypothesis, \( H_1 \), is the population mean of percent gap of Hybrid PSO-LR is significantly different from the population mean of percent gap of the sole Lagrange relaxation method.

\[
H_0 : \mu_1 - \mu_2 = 0 \\
H_1 : \mu_1 - \mu_2 \neq 0
\]

The Hybrid PSO-LR and the sole Lagrange relaxation algorithms were repeatedly executed for 5 times on each instance. The results are shown in Table 25. The decisions were made from the comparison between P-value and \( \alpha \), \((\alpha = 0.05)\). Obviously, in Table 25, the Hybrid PSO-LR yielded better percent gaps. This supports that PSO which is embedded in Lagrange relaxation improves the performance of the approach.
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### Table 25. Significant difference testing

<table>
<thead>
<tr>
<th>Problem</th>
<th>Hybrid PSO-LR</th>
<th>Lagrange Relaxation</th>
<th>Hypothesis testing ($\alpha = 0.05$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ave. % gap</td>
<td>Std. % gap</td>
<td>Ave. % gap</td>
</tr>
<tr>
<td>vrpc100</td>
<td>4.79</td>
<td>1.78</td>
<td>10.52</td>
</tr>
<tr>
<td>vrpc101</td>
<td>7.32</td>
<td>2.56</td>
<td>12.44</td>
</tr>
<tr>
<td>vrpc102</td>
<td>5.76</td>
<td>2.05</td>
<td>10.93</td>
</tr>
<tr>
<td>vrpc103</td>
<td>4.05</td>
<td>2.16</td>
<td>9.83</td>
</tr>
<tr>
<td>vrpc104</td>
<td>9.63</td>
<td>1.42</td>
<td>14.74</td>
</tr>
<tr>
<td>vrpc105</td>
<td>9.94</td>
<td>2.13</td>
<td>13.89</td>
</tr>
<tr>
<td>vrpc106</td>
<td>2.75</td>
<td>0.89</td>
<td>4.32</td>
</tr>
<tr>
<td>vrpc107</td>
<td>10.93</td>
<td>2.72</td>
<td>14.67</td>
</tr>
<tr>
<td>vrpc108</td>
<td>4.36</td>
<td>1.49</td>
<td>7.55</td>
</tr>
<tr>
<td>vrpc109</td>
<td>8.14</td>
<td>1.45</td>
<td>10.78</td>
</tr>
<tr>
<td>vrpc200</td>
<td>7.62</td>
<td>0.89</td>
<td>9.64</td>
</tr>
<tr>
<td>vrpc201</td>
<td>4.36</td>
<td>0.55</td>
<td>7.14</td>
</tr>
<tr>
<td>vrpc202</td>
<td>8.15</td>
<td>1.42</td>
<td>10.24</td>
</tr>
<tr>
<td>vrpc203</td>
<td>10.66</td>
<td>2.37</td>
<td>14.81</td>
</tr>
<tr>
<td>vrpc204</td>
<td>6.83</td>
<td>1.04</td>
<td>9.12</td>
</tr>
<tr>
<td>vrpc205</td>
<td>6.23</td>
<td>0.78</td>
<td>7.69</td>
</tr>
<tr>
<td>vrpc206</td>
<td>1.65</td>
<td>1.04</td>
<td>4.73</td>
</tr>
<tr>
<td>vrpc207</td>
<td>7.82</td>
<td>1.51</td>
<td>10.04</td>
</tr>
<tr>
<td>vrpc208</td>
<td>8.93</td>
<td>1.26</td>
<td>12.17</td>
</tr>
<tr>
<td>vrpc209</td>
<td>10.21</td>
<td>1.73</td>
<td>14.99</td>
</tr>
<tr>
<td>vrpc300</td>
<td>4.75</td>
<td>1.34</td>
<td>6.80</td>
</tr>
<tr>
<td>vrpc301</td>
<td>7.09</td>
<td>0.46</td>
<td>8.81</td>
</tr>
<tr>
<td>vrpc302</td>
<td>8.15</td>
<td>1.47</td>
<td>10.22</td>
</tr>
<tr>
<td>vrpc303</td>
<td>11.31</td>
<td>2.17</td>
<td>16.65</td>
</tr>
<tr>
<td>vrpc304</td>
<td>3.78</td>
<td>2.64</td>
<td>8.09</td>
</tr>
<tr>
<td>vrpc305</td>
<td>7.13</td>
<td>1.11</td>
<td>9.40</td>
</tr>
<tr>
<td>vrpc306</td>
<td>10.15</td>
<td>1.08</td>
<td>15.76</td>
</tr>
<tr>
<td>vrpc307</td>
<td>9.14</td>
<td>2.30</td>
<td>12.82</td>
</tr>
<tr>
<td>vrpc308</td>
<td>6.91</td>
<td>2.02</td>
<td>9.84</td>
</tr>
<tr>
<td>vrpc309</td>
<td>7.69</td>
<td>1.05</td>
<td>9.41</td>
</tr>
</tbody>
</table>
Analysis of the computational time

Inevitably, the high performance of Hybrid PSO-LR costs us a high computational time. As in Table 23, Hybrid PSO-LR took almost 2 hours for the problem size with 1245 decision variables (vrpc309: 251 customers $\times$ 4 recyclable types) and at least 25 minutes for a small problem (vrpc100: 76 customers $\times$ 2 recyclable types = 152 decision variables). It is about 6 times more than the direct sequential PSO algorithm and about 8 times more than the direct parallel PSO algorithm. Fortunately, it can be shown that the computational time of the proposed algorithm can be formulated as linear function of problem size (in another word, a polynomial time with the highest power 1). Fig. 59 is the regression analysis from Minitab with 300 data points from Table 23. It is suggests that the possible linear function is,

$$C_T = 17.30 + (0.0085 \times N_P)$$

(86)

where $C_T$ is the computational time (min.) and $N_P$ is the problem size. Fig. 60 shows the fitted line plot of Hybrid PSO-LR’s computational time versus problem size. Even the coefficient of determination ($R^2$) is not large (65.0%), it is clear that the line should not be an exponential function. The residual plots are depicted as in Fig. 61.

Figure 59. Regression analysis of problem size and computational time
Figure 60. Fitted line plot

Figure 61. Residual plots
4.6.7 Analysis of the performance of the direct parallel PSO

The direct parallel PSO dominated the direct sequential PSO in cases of Remote Depot I and Central Depot. However, the parallel version’s performance was worse than the sequential version’s performance in case of Remote Depot II. In this section, an analysis of problem vrpc309 that has 251 customers and 4 product types has been conducted. Fig. 62 shows the customer locations; Q1, Q2, Q3, and Q4 denote a quadrant 1, 2, 3, and 4, respectively.

Test 1

To investigate an effect of the number of customers, the number of customers in problem vrpc309 were randomly reduced by 50% and 75%. Thus, there were 121 customers in the first case in which located as the same configuration of the original vrpc309, see Fig. 63. Likewise, there were 55 customers in the second case, see Fig. 64. The vehicle capacity was also modified by reducing by half in order to observe the effect. The direct sequential PSO and the direct parallel PSO were executed 5 times on each test cases. The results, mean optimal solution, are
Figure 63. Customer locations of modified vrpc309: $I = 121$

Table 26. The effect of problem size

<table>
<thead>
<tr>
<th>Problem</th>
<th>100% vehicle capacity</th>
<th>50% vehicle capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sequential</td>
<td>Parallel</td>
</tr>
<tr>
<td>vrpc309-c121</td>
<td>4675.06</td>
<td>9053.93</td>
</tr>
<tr>
<td>vrpc309-c55</td>
<td>2349.66</td>
<td>3202.94</td>
</tr>
</tbody>
</table>

shown in Table 26

It is clear that the problem size was not the factor which degraded the performance of direct parallel PSO. The sequential version outperformed the parallel version at both modified vrpc309. The critical factor may be customer locations in clusters.

Test 2

In this test, the instance is tested by area. That is each quadrant was examined separately: Q1, Q2, Q3, and Q4. Then, its combinations were tested: Q1Q2, Q2Q3, Q3Q4, Q1Q4, and Q1Q2Q3. Additionally, the variations of the vehicle capacity were tested as Test 1. The mean optimal values are shown in Table 27.

As seen in the results, results of the direct parallel PSO was still lagging those
Figure 64. Customer locations of modified vrpc309: $I = 55$

Table 27. The effect of customer locations

<table>
<thead>
<tr>
<th>Problem</th>
<th>Number of customers</th>
<th>100% vehicle capacity</th>
<th>50% vehicle capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Sequential</td>
<td>Parallel</td>
</tr>
<tr>
<td>vrpc309</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Q1</td>
<td>90</td>
<td>3120.89</td>
<td>3531.87</td>
</tr>
<tr>
<td>Q2</td>
<td>61</td>
<td>1862.69</td>
<td>1758.32</td>
</tr>
<tr>
<td>Q3</td>
<td>37</td>
<td>1347.13</td>
<td>854.58</td>
</tr>
<tr>
<td>Q4</td>
<td>63</td>
<td>2674.09</td>
<td>2345.79</td>
</tr>
<tr>
<td>Q1Q2</td>
<td>151</td>
<td>5248.93</td>
<td>8972.63</td>
</tr>
<tr>
<td>Q2Q3</td>
<td>98</td>
<td>3663.73</td>
<td>4231.38</td>
</tr>
<tr>
<td>Q3Q4</td>
<td>100</td>
<td>4144.35</td>
<td>6101.18</td>
</tr>
<tr>
<td>Q1Q4</td>
<td>153</td>
<td>5881.98</td>
<td>9473.21</td>
</tr>
<tr>
<td>Q1Q2Q3</td>
<td>188</td>
<td>7083.72</td>
<td>14061.74</td>
</tr>
</tbody>
</table>
of the sequential version. The characteristic of the customer locations is still in clusters (even only one cluster). The parallel version could only provided better solutions on small-size instances (below 90 customers). However, it was degraded for the large-size instances.

In conclusion, the direct parallel PSO has a fast convergence rate. It shows a high performance on both quality of the solutions and low computational cost. Nonetheless, its performance is degraded when customers are clustered. In other words, the direct parallel PSO tends to converge prematurely on a local optimum and it is easily entrapped on a multi-local optima problem in such case. However, a definitive conclusion has not been achieved on this issue, it is left as an opened problem because the issue is beyond the scope of this study.

4.6.8 Effect of the number of vehicles

In this study, the number of vehicles was set as a parameter. The number must be determined by a practitioner. He/she may use a simple calculation to find the minimum number of vehicles needed. Usually, it is calculated by solving the Bin Package Problem (BPP) associated with the CVRP, which calls for the determination of minimum number of bins ($L_{min}$), each with capacity $Q$, required to load all $|IK|$ items, with each amount $a_{ik}$. The trivial BPP calculation is expressed as follows:

$$L_{min} = \left\lceil \frac{\sum_{i=1}^{I} \sum_{k=1}^{K} a_{ik}}{Q} \right\rceil$$  \hspace{1cm} (87)

Definitely, there is nothing guaranteed that $L_{min}$ would return the minimum total travel distance. Accordingly, the work is left to a practitioner to make the decision. Suppose a recycling company has a big enough fleet of vehicles (i.e., there is no fixed cost), it is a good practice to compare the fitness value obtain by different number of vehicles. Fig. 65, Fig. 66, and Fig. 67 present trends of the optimal solutions influenced by the number of vehicles of some 100 series, 200
series, and 300 series instances, respectively. Note that $L_{\text{min}} = 4$ for all instances. It is clear that the $L_{\text{min}}$ of each instance had not yielded the minimum fitness value. For example, Fig. 65, the minimum fitness value occurs when the number of vehicles are 6, 5, and 5 for vrpc103, vrpc105, and vrpc109, respectively. It is recommended that a practitioner try out some number of vehicles above $L_{\text{min}}$.

4.7 Conclusions and Further Research Directions

In this chapter, a combined heuristic and metaheuristic algorithm has been developed to solve an $\mathcal{NP}$-hard problem, the partitioned vehicle for a multi commodity recyclables collection problem. The problem was formulated as the general assignment problem and solved by a Lagrangian relaxation technique as proposed by Mohanty [1]. However, the key differences are that the assignment cost have been calculated as insertion costs with a route orientation and the route orientation was iteratively moved by the particle swarm optimization. The next difference is the Lagrange relaxation was embedded by the particle swarm optimization in order to find a promising upper bound in the process of subgradient technique.
Figure 66. Optimum value and number of vehicles (200 series)

Figure 67. Optimum value and number of vehicles (300 series)
This kind of technique is known as “Metaboosting”.

The performance of the proposed method was evaluated on generated instances. The results showed that the Hybrid PSO-LR yielded promise solutions in all instances. It also provided good lower bounds. The computational time does increased; nevertheless, it has been demonstrated that the computational time is governed by the problem size as a linear function.

This study has also been extended on a parallel PSO (PPSO). The direct parallel PSO worked well on specific forms of customer locations: the Remote depot I and the Central depot for this study. Unfortunately, the approach did not work well in case of the Remote depot II (clusters of customer locations). From the analysis, Section 4.6.7, it showed that the size of the problems is not the cause. A possible cause is the configuration of customer as clusters. The solution of this problem is beyond the scope of this study, and is left for future study.
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CHAPTER 5

Conclusions

The Vehicle Routing Problem (VRP) is a well known \( \mathcal{NP} \)-hard problem. It has been solved by a number of exact algorithms for decades; however, the exact algorithms—parallel branch-and-cut-and-price, for example—are able to solve an instance involving fewer than 100 customers. In practice, several heuristic/metaheuristic methods have been used to solve industry-size vehicle routing problems (medium/large-size problems) to obtain near optimal solutions in a reasonable amount of time.

This research started with an exploration of an Evolutionary Computation technique, Particle Swarm Optimization (PSO). Then, two novel PSO-based algorithms has been proposed—Survival Sub-swarms Adaptive PSO (SSS-APSO) and Survival Sub-swarms Adaptive PSO with velocity-line bouncing (SSS-APSO-vb). The computational experiments showed that both proposed methods outperformed the existing algorithms in literature. Specifically, the SSS-APSO works well on the unimodal landscapes, while the SSS-APSO-vb works well on the multimodal landscapes. As previously stated, the SSS-APSO is a special case the SSS-APSO-vb when \( \delta = 1 \). A practitioner may vary the \( \delta \) in favor of obtaining the best solution in a case of the characteristic of a function is unknown. It is worth noting that the global search (i.e., exploration) is enhanced by the sub-swarms and velocity-line bouncing methods; on the other hand, the local search (i.e., exploitation) is enhanced by the classical swarm topology.

Two simple solution representations—continuous and discrete—for the CVRP were discussed in Chapter 3. The resolution procedure was a combination of SSS-APSO-vb and common local improvement methods. Two well-known benchmark
data sets were used to test the performance compared to other competitive PSO-based approaches. The experiment results showed that the proposed PSOs obtained solutions comparable to the best known solutions. Precisely, the continuous PSO worked well on the small-size problems \((n \leq 75)\), while the discrete PSO outperforms other algorithms on the large-size problems \((n > 75)\). A key factor of the discrete PSO is the noisy-fitness evaluation which enhances the global search of the particle. However, the noise can be controlled by \(\sigma\) which is a practitioner’s choice.

Finally, the application of the SSS-APSO for the partitioned vehicle of a multi-commodity recyclables collection problem was described in Chapter 4. The problem was formulated as a general assignment problem (GAP). The allocating cost was calculated as an insertion cost method and the route orientation was positioned by the SSS-APSO method. The GAP was solved by the Lagrange Relaxation technique in which the Lagrange Multiplier vector was solved by subgradient method. Furthermore, the step sizes of the subgradient method was embedded by the SSS-APSO in order to find a better upper bound. The procedure used in this problem is named as Hybrid Particle Swarm Optimization-Lagrange Relaxation (Hybrid PSO-LR). This kind of combining method is known as Metaboosting. The randomly generated instances were simulated in a favor of testing the performance of Hybrid PSO-LR. The results of case simulation showed that the Hybrid PSO-LR outperformed the discrete PSO in which using the discrete solution representation in Chapter 3.

In the future, the parallel PSO (PPSO) needs to be studied in more detail. The computational time for a large-scale problem is a problem in practice. PPSO is one of alternatives to cope with this problem. However, the knowledge of PPSO is still limited. The behavior of the particles when proceeded in parallel programming
are not clear yet. As shown in Chapter 4, the parallel PSO has fast convergence rate, but the solution’s quality degrades when customers are clustered. Thus, all aspects relevant to PPSO should be studied and applied to the vehicle routing problem and/or other optimization problems.
Van den Bergh [1] gave the convergence definition of PSO, stated as follows.

**Definition 1.** Given a particle position $x(t)$ and an arbitrary position $p$ in search space, the convergence is defined as

$$\lim_{t \to \infty} x(t) = p$$  \hspace{1cm} \text{(A.1)}

It implies that the particle stops at a certain point $p$ in search space. van den Bergh also analyzed the trajectories of particles. He concluded that all the particles are convergent to the positions of the global best solutions. That means the whole swarm is influenced by the $g_{\text{best}}$. However, the $g_{\text{best}}$ itself changes the position as the process evolves. Thus, we need the second definition in order to state that the PSO algorithm has achieved convergence.

**Definition 2.** Given that the best position of PSO in time $t$ or in $r$th generation is $g_{\text{best}}(t)$, $g_{\text{best}}^*$ is a fixed position in search space, the convergence definition is written as,

$$\lim_{t \to \infty} g_{\text{best}}(t) = g_{\text{best}}^*$$  \hspace{1cm} \text{(A.2)}

The second definition implies that, if $g_{\text{best}}$ output by PSO does not change, then convergence is achieved. If the $g_{\text{best}}$ is the global optimum solution, then the algorithm attains the global optimum convergence. Otherwise, the algorithm is stuck in local optima. We shall consider the analysis as the studies of [1, 2, 3, 4]

Without loss of generality, we will consider one-particle one-dimensional classic PSO algorithm. Assume $\theta = \theta_1 + \theta_2 = \phi_1 \beta_1 + \phi_2 \beta_2$ and $(0 \leq \theta \leq 4)$. It is reasonable to assume that after a number of generations of the algorithm, $p$ and $p_g$ are constant
numbers (a fixed-position particle). Thus, Eq. (15) and (8) can be written as,

\[ v^{t+1} = \omega v^t - \theta x^t + \theta_1 p + \theta_2 p_g \]  

(A.3)

\[ x^{t+1} = (1 - \theta) x^t + \omega v^t + \theta_1 p + \theta_2 p_g \]  

(A.4)

Accordingly, we can get

\[ x^{t+2} = \omega(x^{t+1} - x^t) + (1 - \theta)x^{t+1} + \Theta \]  

(A.5)

where \( \Theta = \theta_1 p + \theta_2 p_g \). By simplifying Eq. (A.5), we can get

\[ x^{t+2} + (\theta - \omega - 1)x^{t+1} + \omega x^t = \Theta \]  

(A.6)

Furthermore, the second derivative characteristic equation can be described by

\[ \lambda^2 + (\theta - \omega - 1)\lambda + \omega = 0 \]  

(A.7)

Accordingly, the corresponding eigenvalues of above equation are

\[ \lambda_{1,2} = \frac{1 + \omega - \theta \pm \sqrt{\Delta}}{2} \]  

(A.8)

where \( \Delta = (\theta - \omega - 1)^2 - 4\omega \). Under the condition of \( \Delta \geq 0 \), we can get

\[ \omega \leq \theta + 1 - 2\sqrt{\theta} \quad \text{or} \quad \omega \geq \theta + 1 + 2\sqrt{\theta} \]  

(A.9)

On the other hand, under the condition of \( \Delta < 0 \), the relationship between \( \omega \) and \( \theta \) is

\[ \theta + 1 - 2\sqrt{\theta} < \omega < \theta + 1 + 2\sqrt{\theta} \]  

(A.10)

**Convergence characteristic**

We shall consider the eigenvalues in two cases: real numbers, complex numbers.
Case 1. $-1 < \lambda_1 \leq \lambda_2 < 1$ (real number). From the knowledge of linear system, all particles approach to convergent if $\lambda_1$ and $\lambda_2$ smaller than 1. Firstly, consider $\lambda_1 > 1$. We can get
\[
\frac{1 + \omega - \theta - \sqrt{(\theta - \omega - 1)^2 - 4\omega}}{2} > -1
\]  
(A.11)
\[
\omega - \theta + 3 > \sqrt{(\theta - \omega - 1)^2 - 4\omega}
\]  
(A.12)

Concisely, the corresponding relationship between $\omega$ and $\theta$ is
\[
\begin{cases}
\omega > \theta - 3 \\
2\omega - \theta + 2 > 0
\end{cases}
\]  
(A.13)

Secondly, considering $\lambda_2 < 1$, we can obtain
\[
\frac{1 + \omega - \theta + \sqrt{(\theta - \omega - 1)^2 - 4\omega}}{2} < 1
\]  
(A.14)
\[
\sqrt{(\theta - \omega - 1)^2 - 4\omega} < \theta - \omega + 1
\]  
(A.15)

As a result, we can get
\[
\omega < 1 + \theta
\]  
(A.16)

From (A.10), (A.13), and (A.16), the relationship between inertia weight and $\theta$ on real eigenvalue can be summarized as
\[
\begin{cases}
\omega < \theta + 1 - 2\sqrt{\theta} \\
\omega > \frac{\theta}{2} - 1
\end{cases}
\]  
(A.17)

Case 2. $\lambda_1, \lambda_2$ are complex numbers under the condition of $\Delta < 0$. Thus, we can obtain
\[
\Delta = (1 + \omega - \theta)^2 - 4\omega < 0
\]  
(A.18)
\[
\theta + 1 - 2\sqrt{\theta} < \omega < \theta + 1 + 2\sqrt{\theta}
\]  
(A.19)

The sum of squares of the real part and the imaginary part is strictly smaller than 1, and then we have
\[
\frac{(\omega + 1 - \theta)^2}{4} - \frac{(\theta - \omega - 1)^2}{4} < 1
\]  
(A.20)
\[
\omega < 1
\]  
(A.21)
According to (A.17) and (A.21), the corresponding result between $\omega$ and $\theta$ can be summarized as

$$\theta + 1 - 2\sqrt{\theta} < \omega < 1$$  \hfill (A.22)

From (A.17) and (A.22), convergence condition of the simplified PSO algorithm is

$$\begin{cases}
\omega < 1 \\
\omega > \frac{\theta}{2} - 1 \\
\theta > 0
\end{cases}$$  \hfill (A.23)

**Divergence characteristic**

If and only if key parameters, which mainly consist of $\omega$ and $\theta$, are strictly subjected to the conditions of $|\lambda_1| > 1$ and $|\lambda_2| > 1$, the particles finally have the divergence behavior.

Firstly, under the conditions of $\lambda_1 > 1$ and $\Delta > 0$, the corresponding divergence region can be expressed as

$$\omega > 1 + \theta + 2\sqrt{\theta}$$  \hfill (A.24)

Secondly, under the conditions of $\lambda_2 < -1$ and $\Delta > 0$, we can obtain

$$0.5 \times \theta - 1 < \omega < \theta - 3$$  \hfill (A.25)

Thirdly, under the condition of $\Delta < 0$, the corresponding region of divergence behavior is

$$1 < \omega < 1 + \theta + 2\sqrt{\theta}$$  \hfill (A.26)

According to (A.22)-(A.24), when both absolute eigenvalues are strictly larger than 1, the particles finally have the divergence behavior and the corresponding region in $\theta \in (0, 4)$ can be conducted by

$$\omega > 1$$  \hfill (A.27)
If and only if one absolute is strictly larger than 1 and the other absolute eigenvalue is strictly smaller than 1, the particles also have divergence behavior and the corresponding region in $\theta \in (0, 4)$ can be summarized as

$$\omega < \frac{\theta}{2} - 1$$  \hspace{1cm} (A.28)

The area of convergence/divergence is shown in Fig. A.1.
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APPENDIX B
Multi-Valued Discrete PSO

Osadciw and Veeramachaneni [1] concluded the discrete multi-valued optimization problems in which the range of variable lie between 0 and $M - 1$, where $M$ implies an $M$-ary number system. The same velocity update and particle representation are used in the algorithm. The position update equation is, however, change as follows.

1. Transform the velocity using

   $$S_{id} = \frac{M}{1 + e^{-v_{id}}} \quad (B.1)$$

2. A number is the generated using a normal distribution with $\mu = S_{id}$ and $\sigma$ as parameters

   $$X_{id} = \text{round}(S_{id} + (M - 1) \times \sigma \times \text{rand}(1)) \quad (B.2)$$

3. The number is rounded to the closet discrete variable with the end points fixed

   If $X_{id} > M - 1$ then $X_{id} = M - 1$ \quad (B.3)

   and If $X_{id} < 0$ then $X_{id} = 0$ \quad (B.4)

4. The velocity update equation remains the as Eq. (45). 5. The positions of particles are discrete values between 0 and $M - 1$.

**Probability of a discrete value $m$** : For a given $\mu$, a number is generated using a normal distribution with the meant as $\mu$ and standard deviation $\sigma$ for an $M$-ary system. Based on this normal distribution and Eq. (B.3), the probability for a specific discrete variables given $\mu$ can be calculated based on the area under that region of the Gaussian curve. For a $S_{id}$, the probability of a discrete variable
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having a value \( m \) is given by: \( m = 0 \)

\[
P(X_{id} = 0|S_{id}) = \int_{-\infty}^{0.5} g(x)dx
\]

\[
= 1 - Q\left( \frac{0.5 - S_{id}}{\sigma(M - 1)} \right)
\]  

(B.5)

where \( Q \) is the error function. The function \( g(x) \) is

\[
g(x) = \frac{1}{\sqrt{2\pi\sigma^2(M - 1)^2}} \exp\left( \frac{-1}{2\sigma^2(M - 1)^2} (x - S_{id}) \right)
\]

with \( m \) in the range 1 to \( M - 2 \), the conditional probability of achieving \( X_{id} \) given a previous \( S_{id} \) value is

\[
P(X_{id} = m|S_{id}) = \int_{m-0.5}^{m+0.5} g(x)dx
\]

\[
= Q\left( \frac{m - 0.5S_{id}}{\sigma(M - 1)} \right) - Q\left( \frac{m + 0.5 - S_{id}}{\sigma(M - 1)} \right)
\]

(B.7)

For \( m = M - 1 \), the conditional probability is

\[
P(X_{id} = (M - 1)|S_{id}) = \int_{(M-1)-0.5}^{\infty} g(x)dx
\]

\[
= Q\left( \frac{(M - 1) - 0.5 - S_{id}}{\sigma(M - 1)} \right)
\]

(B.8)

Note that

\[
\sum_{m=0}^{M} P(X_{id} = m|S_{id}) = 1
\]

(B.9)

One can significantly control the performance of the algorithm using these equations. For example, controlling the \( \sigma \) controls the standard deviation of the Gaussian and, hence, the probabilities of various discrete variables.
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