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a b s t r a c t

Realistic oceanographic conditions are essential to consider in the design of resilient tidal-stream energy
devices that can make meaningful contributions to global emissions targets. Depth-averaged or
simplified velocity profiles are often used in studies of device performance, or device interaction with the
environment. We improve representation of flow at tidal-stream energy regions by characterising the
velocity profile. At two potential tidal-stream energy sites, the 1/7th power-law with a bed-roughness
coefficient of 0.4 accurately described the observed velocity profile on average (>1 month ADCP de-
ployments). Temporal variability in the power-law fit was found at both sites, and best characterised
with Generalised Extreme Value distribution; with correlation of variability to tidal condition, wind
speed and wave conditions found. The mean velocity profile was accurately simulated using a 3D hy-
drodynamic model (ROMS) of the Irish Sea (UK) but with temporal variability in accuracy of power-law
fits. For all potential tidal sites, the spatial-mean velocity profile was also found to be similar (charac-
terised with ~1/7th power-law and 0.4 bed-roughness value). Therefore realistic flow conditions can be
characterised for tidal-energy research, but dynamically coupled wind-wave-tide models, or long-term
observations, are needed to fully characterise velocity profile temporal variability.
© 2017 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND

license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

1. Introduction

The generation of low-carbon electricity is of global importance
as a strategy to mitigate the impacts of climate change and to
ensure energy security in the coming century. Tidal-stream energy,
the conversion of the kinetic energy that resides in tidal currents
into electricity (typically through intercepting the flow via arrays of
horizontal axis turbines [3]), is favoured as a renewable energy
resource for a number of reasons such the predictability of
tidal energy to provide firm renewable electricity (e.g.
Refs. [15,21,25,48]). For example, the UK government has set a
target of 15% renewable energy generation by 2020 [12], with
marine energy projected to contribute 4 GW fromWelsh waters by
2025 and 27 GW from UK waters by 2050 (www.gov.uk/
government/collections/uk-renewable-energy-roadmap). Yet, a
lack of knowledge about the range of oceanographic conditions
expected at potential tidal stream sites has been identified as a
limiting factor to the growth of the industry (e.g., [15,26]). Hence, to
meet renewable energy targets and provide the UK with a high-

tech globally exportable industry (e.g., [6]); realistic oceanographic
conditions at potential tidal-stream energy sites need to be char-
acterised so that resilient, and efficient, tidal-stream energy
convertor devices can be designed e reducing the risks and costs of
device development (see www.gov.uk/government/collections/uk-
renewable-energy-roadmap).

To be economically feasible, tidal-stream energy devices are
being positioned in energetic tidal flows, with first generation sites
having peak spring tidal current speeds exceeding 2.5 m/s and in
water depths between 25 m and 50 m [15]. Hence, tidal-stream
energy devices, and their support structures, will be located in
the region of flow that experiences friction from the seabed e often
called the boundary layer [3]. Friction from the seabed results in
reducing tidal velocity (Uz) near to the seabed (i.e. as z reduces),
typically referred to as the velocity profile by oceanographers and
characterised using the power law of [34] as described in Eq. (1);

Uz ¼ ð z
b h

Þ
1
=a U (1)

the velocity profile (the velocity at height z above the seabed Uz) is
described using a power law (a) and bed roughness (b) coefficient
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with water depth (h) and depth averaged velocity (U).

Uz ¼ u*
k
ln
�
z
z0

�
(2)

It should also be noted that the log-law (see Eq. (2) from
Ref. [34]) can also be used to characterised the velocity profile (Uz,
the velocity at height z above the seabed) using estimates of friction
velocity (u*) and bed roughness length-scale (z0) with von Kar-
man's constant (k ¼ 0:4). However, the power law of Eq. (1), which
is derived from shelf-sea oceanographic research (e.g. Refs. [35,36]),
is typically used to characterise the velocity profile in tidal energy
research (e.g. Refs. [3,21,28]). For example, depth-averaged shallow
water-equation models are often used for resource assessment
because of their computational efficiency [29], with an assumed
velocity profile using the 1/7th power law with a bed roughness (b)
of 0.32 within Eq. (1) (e.g. Refs. [3,32]). With the development of
high-performance computing systems, resource assessment with
high resolution 3D oceanographic models is becoming feasible (e.g.
Refs. [30,31,37,38,44]). Yet, it is unclear as to the importance of
using a more complex modelling approach; moreover, oceano-
graphic boundary conditions are required for fine-scale modelling
studies of turbine interaction with the resource (e.g. Ref. [28]).
Hence, methods are required in tidal energy research to estimate
the velocity profile (Uz) from depth-averaged flow speed (U), and
therefore the suitability of characterising the velocity profile with
the power law profile (Eq. (1)) will be evaluated in this study.

Within the power law velocity profile equation (Eq. (1)), an
assumed bed roughness (b) value of 0.32, typically used in shelf-sea
oceanographic research (e.g. Refs. [35,36]), may be incorrect at tidal
energy sites because seabed sediment is likely to be much coarser,
or bed forms that give higher bed roughness values (b), in areas of
fast tidal currents [39]. Hence, bias may be present when charac-
terising the velocity profile in tidal energy research because a
higher b needed in Eq. (1). Further, although [21] found no signif-
icant difference in tidal turbine performance for velocity profiles
varying within the range a ¼ 7 and a ¼ 8 (i.e. 1/7th or 1/8th power
law), recent observations at tidal-stream energy sites [26] and EPRI
guidelines (see Refs. [7,9]), suggest a 1/10th power law (a ¼ 10)
should be usedwhen characterising the velocity profile at high tidal
energy sites.

Tidal turbine studies typically use scaled tank experiments or
device-scale hydrodynamic numerical models (e.g. Refs. [1,21]),
with parameterised oceanographic conditions (e.g. Ref. [42]).
Variability in the velocity profile has been shown to result in
variability to the loadings upon the support structure of a tidal
turbine and gearbox [1]; [20], as well as the performance of the
tidal energy device [2]. The amount of shear, and hence the velocity
profile shape, affects blade loadings, and needs to be considered in
fatigue studies [3] because the cyclic loading from the blade
rotating through the velocity profile leads to fatigue, and ultimately
failure e hence why increasing shear and been shown to increase
fatigue of tidal-stream energy but also wake recovery for array
design (see Ref. [21]). Therefore, uncertainty of the velocity profile
shape at tidal-stream energy sites may be a barrier to research into
resilient, efficient, and globally deployable device development.

Surface waves can have a considerable influence on the mean
velocity profile in coastal waters [8,17]. An increase in mean upper
water-column velocities (increasing velocity shear) occurs under
the presence of waves opposing the direction of flow, and the
converse occurs whenwaves propagate in the same direction as the
tidal flow (e.g., [14]; [13]; [43]). Therefore, characterising the ve-
locity profile and the amount of velocity shear is essential (e.g.
[2,3,7]), if resilient, diversely deployable and efficient, tidal-stream
energy convertor devices are to be developed for the global market

(see Ref. [27]).
To illustrate the uncertainty within the velocity profile, a

range of power law (a) and bed roughness (b) coefficients used
within Eq. (1) for tidal-energy research are shown in Fig. 1 in a
typical 1st generation site; depth-averaged flow speed (U) of
2.5 m/s in 40 m water depth (h). The maximum potential turbine
swept area (see Refs. [16,17]) is shown as the grey shaded area of
Fig. 1, which is assumed to be 5 m above the bed and 5 m below
Lowest Astronomical Tide (LAT); assumed in this proof-of-
concept example as 35 m, and so LAT is 40 m. The variability in
the shape of the velocity profile shown in Fig. 1 is likely to result
in variability to predicted turbine device loadings and cyclic
loadings from the rotation of the blade through the grey shaded
region (e.g. Refs. [20,21]). Furthermore, using Equation (3) (see
Refs. [7,9]),

P ¼
Xz¼LAT�5

z¼5

�
1
2
r Az dz ðuzÞ3

�
(3)

where the velocity (uz) and the swept turbine width at height
above the bed z (Az, with discretised height, dz, being 0.1 m in this
case) are used to estimate the theoretical instantaneous power (P),
we find the tidal-energy resource varies by þ8% (by decreasing a

from 7 to 5) to �4% (by increasing a from 7 to 9, with changing b
from 0.32 to 0.4 decreasing the power by 9%) for the various ve-
locity profiles in Fig. 1.

Despite the importance of velocity profile characterisation for
the effective progression of the tidal-stream energy industry, no

Fig. 1. Velocity profile variability due to uncertainty the power law (a) and bed
roughness (b) coefficients of Equation (1) for assumed conditions present at a typical
tidal-stream energy site, with the assumed maximum potential turbine swept area
shown in grey.
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comprehensive investigation has yet been undertaken at strong
tidal flow sites [21]. In this paper, we analyse flow data from two
field surveys within the highly-energetic Irish Sea, combined with
3D model simulations (see Section 2), which together are used to
investigate the spatial and temporal variability of the velocity
profile at all potential tidal-stream energy sites; therefore, our re-
sults (Section 3) will lead to an improved understanding for the
design of a high performance, resilient and globally deployable
tidal-stream energy convertors.

2. Methodology

Data from Acoustic Doppler current profiler (ADCP) observa-
tions collected at two potential tidal stream energy locations
(Section 2.1) were used to calculate vertical velocity profiles char-
acteristics. Temporal deviations in profile characteristics were
compared to the corresponding wave climate, which was simulated
with a validated SWAN wave model (Section 2.4). Finally, the tidal
velocity profile characteristics were analysed for all potential tidal
stream energy locations resolved with a well validated 3D tidal
model of the Irish Sea (Section 2.4).

2.1. ADCP observations

Data from two ADCPs deployed at potential tidal stream energy
sites in the Irish Sea, UK (see Fig. 2), wasmade available through the
SEACAMS project (www.seacams.ac.uk). One ADCP was installed in
33.5 mwater depth at Site A (53.4425�N and 4.2976�W), offshore of
the port of Amlwch, for ~47.5 days between 10-Feb 2014 and 30-
Mar 2014. A second ADCP deployment for 28.6 days between 14-
Aug 2013 and 12-Sep 2013 in 86.6 m water depth at Site B

(53.3223�N and 4.7883�W), known locally as ‘Holyhead Deep’; see
Fig. 2. Both instruments were Teledyne 600 kHz ADCPs; with data
from both ADCP locations averaged to give hourly velocity profiles
that can be compared to other met ocean variables (e.g. simulated
wave height; see Section 2.3).

2.2. Power law profile fitting

At each hourly time step in the data-series, when the
depth averaged tidal velocity exceeded 1 m/s (likely turbine cut-
in velocity; see Ref. [29]), the tidal velocity profile form of Eq. (1)
[35,36] was calculated; hence the variability of velocity
shear (a variability) and bed roughness (b variability) can be
analysed.

To calculate the tidal velocity profile form of Eq. (1), both the
power law coefficient (a) and the bed roughness coefficient (b)
were iterated through a wide range of values (a varied between 1
and 15, b varied between 0.1 and 1.0) and the most accurate solu-
tion recorded, with the accuracy of the velocity profile fit evaluated
using the Absolute Error Squared (AES);

AES ¼
Zz¼LAT�5

z¼5

ðUoz � UpzÞ2:dz (4)

AES is calculated in Equation (4) as the sum of the squared
difference of the ADCP observed velocity speed at height z (Uoz)
and that described with every iteration of Eq. (1) (i.e. the predicted
current speed at height z; Upz); with z being each discretised height
above the bed (z ¼ 1 m here) between the potential maximum
swept area of the turbine. The potential maximum swept area is

Fig. 2. Bathymetry of the Irish Sea (m rel. to Mean Sea Level), with the location of the two ADCP sites (site A and site B) and the wave buoy (white circle) shown in the enlarged area
(right hand figure) of Anglesey. The extent of (a) also corresponds to the subsequent model domain (Sections 2.3 and 2.4).
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assumed to be 5 m above the seabed and 5 m below the Lowest
Astronomical Tide level [16,17].

The AES described in Eq. (4) was used as a measure of accuracy
in the velocity profile fit in this study because the performance of
the velocity profile fit for the maximum potential swept area was
sort instead of comparing the accuracy between sites (where water
depth should be accounted for e.g. using Root Mean Squared Error).
Hence the combination of a and bwhich gives a minimum AES (Eq.
(4)) is assumed to give a mathematical description of the tidal ve-
locity profile at each site and time-step.

2.3. Irish Sea tidal model

xTo extrapolate the observed velocity profile characteristics to
all potential tidal stream energy sites in the Irish Sea, a 3-
Dimensional Regional Ocean Modelling System (ROMS), which
simulates tidal hydrodynamics using finite-difference approxima-
tions of the Reynolds-Averaged Navier-Stokes (RANS) equations
using hydrostatic and Boussinesq assumptions [10,33]. The, ROMS
modelling approach has been successfully applied in a number of
tidal-stream energy resource studies (e.g. [23,24]). Furthermore,
this ROMS model has previously been successfully applied to Irish
Sea tidal-stream resource analysis and is well validated; further
details of this tidal model can be found in Ref. [15]; and so the
model is described only briefly in this paper.

Digitised Admiralty bathymetric data was corrected for mean
sea-level variations and were interpolated to the orthogonal (C-
grid) computational ROMS domain grid 1/240� fixed longitudinal
resolution (see Refs. [15,16]), with ten vertical layers in the Sigma
coordinate system (evenly distributed throughout the water col-
umn). The Irish Sea model domain and bathymetry are shown in
Fig. 2. No wetting and drying scheme was used (minimum
depth 10 m), as the geographic scale of inter-tidal regions was
relatively small in relation to themodel resolution and extent of the
Irish Sea [18].

The turbulence closure Generic Length Scale (GLS) model was
tuned to the k-ε turbulence model, as similar results were found
across a number of case studies and GLS schemes [40], and good
agreement was found for simulated velocity profiles [15]. The
open boundary of the tidal model was forced with FES2012
(Finite Element Solution and data assimilated global tide product
[5,19]); using ten tidal constituents (M2, S2, N2, K2, K1, O1, P1,
Q1, Mf, and Mm). A quadratic bottom drag coefficient (CD) of
0.005 with a bed roughness size (Zob) of 0.1 m was chosen after
initial comparison to the ADCP data at the two sites (see
Ref. [16]).

Tidal model validation was achieved using the same data and
methods presented in Ref. [15]: 7 tide gauges from the National
Tidal and Sea Level Facility (see www.ntslf.org) and principle semi-
diurnal lunar constituent (M2) tidal ellipse comparison at 9 depth-
averaged locations (from Ref. [47]), and 131 depth-specific locations
from the British Oceanographic Data Centre (www.bodc.ac.uk). The
M2 tidal ellipse is described using CMAX (the semi-major ellipse
velocity component), CMIN (the semi-minor ellipse velocity
component), INC (the inclination of the current ellipse in �N), and
phase (degrees relative to Greenwich).

Validation is summarised in Table 1, and includes comparison to
the two ADCP sites (A and B) which are described in Section 2.1.
Tidal constituents were calculated from hourly output of the
simulated elevation and velocities with t_tide [46] for the 30 day
simulation; hence the first two days of the simulation were
removed to allow the model to spin up from a stationary initial
state, and, as shown in Table 1, the Irish Sea model validated
extremely well for both elevations and tidal currents (see Ref. [15]).

2.4. Wave climate simulation

To determine the influence of waves upon the tidal velocity
profile, a SWAN [4] wave model was setup for the Irish Sea domain
shown in Fig. 1, at a resolution of 1/120� longitude, with variable (1/
191� to 1/215�) latitudinal resolution. The model was nested within
a coarser outer model of the North Atlantic [22], and both model
domains were forced with 3-hourly ERA-Interim wind-fields, at a
resolution of 0.75 � 0.75�. The model was validated over the 2
month (JulyeAugust 2014) period of a wave buoy deployment
~12 km south of Site B (at 53.217�N, 4.724�W), as shown in Fig. 2,
and led to the validation statistics shown in Table 2. Hence, the
model has sufficient skill and accuracy to correlate changes in the
vertical tidal profile characteristics to the simulatedwave climate at
ADCP locations A and B.

3. Results

The ADCP velocity profile observations at two potential tidal-
stream energy sites (Section 2.1) are presented in Section 3.1,
with temporal variability in the velocity shear quantified and
compared with the simulated wave climate and wind climate. The
spatial variability of velocity profile characteristics, extrapolated to
all potential tidal-stream energy sites in a shelf sea environment
(Section 2.3), is presented in Section 3.2.

3.1. Observations

Tidal ellipse analysis of tidal velocity data from ADCP de-
ployments at the two potential tidal-stream energy sites is shown

Table 1
Irish Sea tidal model validation of the principle semi-diurnal lunar constituent (M2),
presented as Root Mean Squared Error (RMSE), with normalised RMSE given as a
percentage in brackets, for: 7 tide gauges (M2 and principle semi-diurnal solar
constituent, S2), 131 tidal current observations at specific depths (east-west (u) and
north-south (v) components), 9 sites of depth-averagedM2 tidal ellipse information
and the two ADCP locations described in Section 2.2.

Elevation (N ¼ 7) M2 amplitude 0.12 m (5%)
M2 phase 28�

S2 amplitude 0.14 m (16%)
S2 phase 41�

Depth-averaged currents (N ¼ 9) CMAX (m/s) 0.06 (8%)
CMIN (m/s) 0.02 (8%)
INC 6�

Phase 8�

tidal currents at specific depths (N ¼ 131) U amplitude 0.11 m/s (10%)
U phase 12�

V amplitude 0.08 m/s (8%)
V phase 8�

M2 tidal ellipse site A CMAX 0.06 m/s (5%)
CMIN (m/s) 0.00 m/s (0%)
INC 3�

Phase 6�

M2 tidal ellipse site B CMAX 0.07 m/s (5%)
CMIN 0.00 m/s (0%)
INC 3�

Phase 6�

Table 2
Wave model validation statistics for significant wave height (Hs) and energy wave
period (Te) for JulyeAugust 2014. RHO is the Pearson correlation coefficient, S.I. is
the scatter index (RMSE normalised by themean of the observations), and bias is the
mean of the simulated values minus the mean of the observations.

Variable RHO RMSE S.I. bias

Hs 0.96 0.09 m 0.067 �0.15 m
Te 0.67 1.40 s 0.264 0.09 s

M. Lewis et al. / Renewable Energy 114 (2017) 258e272 261

http://www.ntslf.org
http://www.bodc.ac.uk


in Table 3 for both the principle semi-diurnal lunar (M2) and solar
(S2) constituents, which together describe the spring-neap tidal
cycle. The rectilinear nature of the tidal currents can be seen by the
ratios of CMAX (the semi-major ellipse velocity component) and
CMIN (the semi-minor ellipse velocity component) in Table 3. The
Lowest Astronomical Tide (LAT) is calculated as 3.6 m (site A) and
2.4 m (site B) below Mean Sea-Level based on the simulated tidal
elevation amplitudes of the 6major constituents; M2, S2, K1, O1, N2
and K2 [15]. Hence, the maximum swept area of the turbine is
assumed to extend between 5m above the seabed to 29.9 m (above

the seabed) at site A and 79.2 m (above the seabed) at site B. Ve-
locities were measured with the ADCP from 2.6 m to 4.7 m above
the seabed at sites A and B respectively, with the top 3 “bins”
removed from both ADCP data series (3 m for site A and 6 m for
sites B) due to surface effects; therefore, ADCP data can be used to
evaluate the velocity profile within the maximum swept area.

The coefficients of the velocity profile characterisation are
summarised in Table 4 for both ADCP sites. Examples of the most
and least accurate velocity profile fits are shown in Fig. 3 for site A
and Fig. 4 for site B. The low sum of the absolute error squared (AES)
in the velocity profile fitting (see Section 2.2) gives confidence in
the accurate description of the hourly averaged vertical structure of
tidal velocity (see Table 4), and is demonstrated in Figs. 3 and 4;
therefore the velocity profile were successfully characterised using
Eq. (1) for all depth-average flow speeds above 1m/s (the likely cut-
in speed of a tidal turbine [29] shown as a green line in Figs. 4 and
5); see Table 4. The larger sum of AES at Site B, in Table 4, is likely
due to the greater water depth relative to Site A (see Table 3).

When averaged throughout the ADCP deployment, the velocity
profile parameters (a and b) were similar for both sites to one
significant figure; see Table 4. Therefore, it could be assumed that
the 1/7th power law with a bed roughness value of 0.4 within Eq.
(1) is appropriate to use when characterising the velocity profile of

Table 3
Depth-averaged tidal ellipse information for the two major tidal constituents (M2 and S2), calculated from ADCP data at two potential tidal-stream energy sites.

Site location Deployment length
(days)

water depth
(m)

Const. Frequency
(3 d.p)

CMAX
(m/s)

CMIN (m/s) INC
(�N)

Phase (� rel. GMT)

A 53.44�N 4.30�W 47.5 33.5 M2 0.081 1.22 0.02 166 38
S2 0.083 0.49 0.01 166 84

B 53.33�N 4.79�W 28.6 86.6 M2 0.081 1.31 0.11 76 229
S2 0.083 0.48 0.04 75 273

Table 4
Average velocity profile fitting parameters (Eq. (1)) from ADCP observations at the
two potential tidal-stream energy sites (A and B). Errors within each velocity profile
fit (using Eq. (2)) are summed.

Site A Site B

Power law fit (a) range (min & max) 4e14 4e15
mean 7.1 7.1
standard deviation 1.2 2.2

bed roughness fit (b) range (min & max) 0.30e0.50 0.30e0.50
mean 0.40 0.41
standard deviation 0.03 0.03

Sum of absolute error (AES) of fit 0.0054 0.1374

Fig. 3. The depth-averaged velocity time-series (top panel) measured at site A. Two examples (T1 and T2) of the velocity profile fit are shown in the bottom panels: Best fit (T1) with
an AES of 0.00 m2/s on the left hand bottom panel, and the least-accurate profile fit (T2) with an AES of 0.03 m2/s on the right hand bottom panel. The free surface (FS) is shown in
the velocity profiles (bottom panels), and grey shaded area indicating the maximum potential swept tidal turbine area, assumed as 5 m above the bed and 5 m below the Lowest
Astronomical Tide (LAT).

M. Lewis et al. / Renewable Energy 114 (2017) 258e272262



a tidal energy site from depth-averaged tidal current information.
However, temporal variability with the power law (a) was found at
both ADCP sites; with a standard deviation (S.D.) of ~1 at site A and
~2 at site B, and a range of a fits from 4 to 15, whilst little b fit
temporal variability was observed (see Table 4).

Velocity profile coefficient fits (a and b) were grouped into tidal
conditions; flooding or ebbing tide, tidal velocity accelerating or
decelerating or at “peak” (maximum flow speed in the hourly
averaged data). A two sample Kolmogorov-Smirnov test (KStest),

with a null hypothesis that the two groups of data are from the
same continuous distribution at the 5% significance level, was
performed on the velocity profile coefficients a and b (see Table 5).
For both ADCP deployments, the KStest revealed b fits were broadly
similar at all tidal states, but with a small difference between
flooding and ebbing b values at Site B (flooding currents were 0.01
higher, see Table 5). Power law (a) fits were significantly different
when grouped into tidal conditions (see Table 5), and can be seen
clearly in the probability distributions of a fits in Fig. 5. Further, the
distribution of temporal variability of power law (a) fits (Fig. 5), was
found to be most accurately described by a generalised extreme
value (GEV) distribution (rather than a normal distribution using
the KStest) at both sites; see Appendix Figs. A1 and A2.

The grouped velocity profile coefficient fits (a and b) of Table 5
(and shown in Fig. 5 for a) were correlated to depth-averaged
current speed (U) using Pearson Correlation (RHO values at the
5% significance level) and linear regression (R2). No significant
correlation of b fits to depth-averaged current speed was found at
either site A or B (see Table 5; all R2 values were 0% and RHO values
below 0.01 at both sites). Conversely, correlations of a fits to depth-
averaged flow speed (U) were significant (at the 5% significance
level) for all tidal conditions at site A, with the amount of velocity
shear increasing (lower a fits) as flow speed increased (negative
RHO values in Table 5) and all flooding tidal conditions (acceler-
ating, peak or decelerating) exhibiting the same trend of high ve-
locity shear (low a fits) with larger U values (but with different
degrees of significance, see Table 5), whilst only accelerating ebb
current a fits were found to significantly correlate toU (but with the
opposite trend to flooding tidal conditions). At site B, a significant
trend (higher awith increasing U) was found for all flood tide a fits,
with the converse (lower awith increasing U) found for all ebb tide
data (see Table 5).

Fig. 4. The depth-averaged velocity time-series (top panel) and velocity profile fit examples for the site B; the least-accurate profile fit (T1) with an AES of 2.35 m2/s, and the best
profile fit (T2) with an AES of 0.00 m2/s. Potential swept area is shown as grey shaded area in bottom panels and the green line in the top panel shows 1 m/s, above which velocity
profile fits are analysed. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 5. The distribution of the power coefficient (a) of observed velocity profile fits
when grouped into statistically similar tidal regimes (e.g. flooding) for (A) site A and
(B) site B.
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As the temporal variability of the grouped a fits (i.e. spread in
the distributions of Fig. 5) cannot be explained by the correlation
to current speed alone (see Table 5), hourly velocity profile fits of
a and b were next compared to the simulated wave climate and
associated wind fields (interpolated from the forcing wind data
of the wave model). The results of this correlation are shown in
Table 6 for site A, and Table 7 for site B, which had a relatively
less energetic wave climate during the deployment period (as
can be seen in Fig. 7 compared to Fig. 6). The b fits at the shal-
lower site A (all tidal conditions) significantly correlated to the
simulated wave power (and wave period), with lower bed
roughness values (b) during larger waves. Significantly higher
bed roughness values were also found with higher wave heights
and wind speeds at site B, with the exception of ebb tidal con-
ditions e see Tables 6 and 7.

Velocity shear was found to significantly decrease (higher a fits)
with larger waves for flood tide conditions (accelerating and
decelerating; see Table 7) at site A, and the converse true for

decelerating ebb tidal conditions. At site B, significant negative
correlation to peak flooding tidal conditions reveals a general in-
crease in the amount of velocity shear with more energetic wave
conditions (height, period or power), which was also found in ebb
tidal conditions (with the exception of decelerating flows) for
greater wind speeds (see Table 7). Furthermore, wind speed was
also found to have some significant correlation to the grouped
power law fits; however, no clear relationship between the wind
speed or wave properties, and the parameters used to characterise
the velocity profile (a and b) were found at either site; summarised
in Tables 6 and 7, and is demonstrated in Fig. 8.

Finally, analysis of the depth averaged currents revealed a sig-
nificant correlation to the wave conditions. The daily value of the
major axis (CMAX) of the semi diurnal lunar tidal constituent el-
lipse (M2), calculated from a moving 25 h over-lapping analysis
window of ADCP measured depth averaged currents (using t_tide
and based on themethod of [41], revealedweakerM2 tidal currents
with larger daily averaged significant wave heights (Hs); see Fig. 9.

Table 5
Analysis of the velocity profile fits (a and b) at two potential tidal-stream energy sites (A and B) when depth-averaged flow speeds (U) are above 1 m/s; grouped into tidal
conditions, with the similarity of these grouped distributions evaluated with a KStest (KSstat and pvalue displayed; distributions similar at the 5% significance level aremarked
in bold) and these statistically similar groups correlated to U (using the Pearson correlation, RHO with pvalue in brackets, and linear regression scores, R2) with significant
correlations (at the 5% significance level - based on RHO, sample number (N) and pvalues) marked in bold.

tidal conditions N Mean & (S.D.) mean AES
with fit

Similarity of group (KS stat & pvalue) Correlation between a fits and U

a b a b Rho (pvalue) R2

Site A All tidal currents 347 7.1 (1.2) 0.40 (0.03) 0.005 0.16 & 0.00 0.04 & 0.61 ¡0.28 (0.00) 8%
All flood tidal currents 150 6.9 (1.3) 0.40 (0.03) 0.007 0.49 & 0.00 e ¡0.41 (0.00) 17%
All ebb tidal currents 197 7.3 (1.2) 0.40 (0.03) 0.005 0.38 & 0.00 e �0.09 (0.19) 1%
Peak ebb tide 73 7.4 (0.9) 0.40 (0.02) 0.004 0.08 & 0.94 e 0.00 (0.99) 0%
Peak flood tide 78 7.3 (1.0) 0.40 (0.02) 0.005 ¡0.17 (0.14) 3%
accelerating ebb tide 45 6.8 (1.2) 0.39 (0.03) 0.006 0.19 & 0.00 e 0.27 (0.07) 7%
accelerating flood tide 35 6.3 (0.9) 0.41 (0.03) 0.009 ¡0.39 (0.02) 15%
Decelerating ebb tide 79 7.6 (1.1) 0.40 (0.02) 0.003 0.9 & 0.17 e 0.08 (0.47) 1%
Decelerating flood tide 37 7.5 (1.3) 0.40 (0.02) 0.005 ¡0.35 (0.03) 12%

Site B All tidal currents 238 7.1 (2.2) 0.41 (0.03) 0.137 0.19 & 0.00 0.13 & 0.00 0.01 (0.89) 0%
All flood tidal currents 129 6.9 (2.0) 0.41 (0.04) 0.133 0.20 & 0.00) 0.04 & 1.00 0.22 (0.01) 5%
All ebb tidal currents 109 7.4 (2.4) 0.40 (0.02) 0.143 0.48 & 0.00 0.06 & 0.92 ¡0.24 (0.01) 6%
Peak ebb tide 41 7.9 (1.9) 0.40 (0.01) 0.071 0.50 & 0.00) e 0.15 (0.35) 2%
Peak flood tide 47 6.6 (2.0) 0.40 (0.02) 0.100 ¡0.39 (0.01) 15%
accelerating ebb tide 19 8.7 (2.5) 0.41 (0.03) 0.092 0.47 & 0.00 e ¡0.47 (0.04) 22%
accelerating flood tide 44 7.0 (2.5) 0.41 (0.04) 0.218 0.39 (0.01) 15%
Decelerating ebb tide 49 6.6 (2.0) 0.40 (0.01) 0.184 0.26 & 0.00 e ¡0.26 (0.07) 7%
Decelerating flood tide 38 6.9 (1.3) 0.42 (0.04) 0.044 ¡0.34 (0.03) 12%

Table 6
The linear regression score (R2) and Pearson correlation score (RHO and PVAL) for the comparison of velocity profile fitting parameters (a and b) at site A to the simulatedwave
climate; significant wave height (Hs) and zero-crossing wave period (Tz), and the interpolated wind fields. Significant Pearson Correlations at the 5% level are highlighted in
bold.

Profile fitting parameter: b fits a fits

Tidal condition group: all peak currents
(flood & ebb)

flooding tide ebbing tide

increase Peak decrease increase Peak Decrease

Number of fits (N) 347 151 35 78 37 45 73 79
Wave height (Hs) RHO �0.08 0.01 0.29 0.20 0.42 �0.15 �0.27 �0.23

PVAL 0.11 0.93 0.09 0.08 0.01 0.32 0.02 0.03
R2 1% 0% 9% 4% 18% 2% 7% 6%

Wave period (Tz) RHO ¡0.19 0.07 0.40 0.23 0.35 0.22 �0.13 �0.08
PVAL 0 0.38 0.02 0.04 0.04 0.15 0.26 0.46
R2 4% 1% 16% 4% 12% 5% 4% 1%

Wave power RHO ¡0.09 �0.03 0.43 0.25 0.48 �0.07 ¡0.27 ¡0.21
PVAL 0.09 0.68 0.01 0.03 0.00 0.65 0.02 0.06
R2 1% 0% 18% 6% 23% 0% 7% 5%

Wind speed RHO 0.03 �0.04 0.05 0.06 �0.01 ¡0.28 ¡0.19 �0.09
PVAL 0.57 0.66 0.76 0.58 0.95 0.06 0.11 0.41
R2 0 0% 0% 0% 0% 8% 3% 1%
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Table 7
The linear regression score (R2) and Pearson correlation score (RHO and PVAL) for the comparison of velocity profile fitting parameters (a and b) at site B to the simulated wave
climate; significant wave height (Hs) and zero-crossing wave period (Tz), and the interpolated wind fields. Significant Pearson Correlations at the 5% level are highlighted in
bold.

Profile fitting parameter: b fits a fits

Tidal condition group: flood (all) ebb (all) flooding tide ebbing tide

increase Peak decrease increase Peak decrease

Number of fits (N) 130 109 44 47 38 19 41 49
Hs RHO 0.12 0.12 0.04 �0.20 0.06 0.03 0.06 0.07

PVAL 0.18 0.22 0.79 0.18 0.73 0.91 0.72 0.64
R2 1% 1% 0% 4% 0% 0% 0% 0%

Tz RHO 0.11 0.10 0.07 ¡0.21 0.04 0.00 0.09 0.18
PVAL 0.23 0.32 0.66 0.16 0.79 0.99 0.59 0.21
R2 1% 1% 0% 4% 0% 0% 1% 3%

Wave Power RHO 0.09 0.09 0.03 ¡0.20 0.03 �0.04 0.04 0.08
PVAL 0.34 0.37 0.84 0.18 0.87 0.87 0.78 0.59
R2 1% 1% 0% 4% 0% 0% 0% 1%

Wind speed RHO 0.17 0.14 0.05 0.06 �0.01 ¡0.28 ¡0.19 �0.09
PVAL 0.05 0.16 0.76 0.58 0.95 0.06 0.11 0.41
R2 3% 2% 0% 0% 0% 8% 3% 1%

Fig. 6. Simulated wave climate (panel B) and the associated interpolated local wind field data (A) for the ADCP data-series (depth-averaged velocity shown in C with 1 m/s
likely cut-in speed shown) observed at site A compared to the velocity profile fit coefficients a and b (D, left and right axes, respectively), and error in the velocity profile curve
fit (E).

Table 8
Comparison of accuracy between the observed and simulated velocity profile power law fit (a of Eq. (1)) at ADCP sites A and B. Average difference in the
hourly power law fit (da) including standard deviation (s.d. shown in brackets) and Pearson Correlation coefficient at the 5% significance level (RHO)
between da and the simulated wave climate (significant wave height, Hs) for the grouped tidal conditions.

Tide direction Tidal flow condition Site A Site B

Mean (s.d.) RHO Mean (s.d.) RHO

Flood accelerating �1.2 (0.9) �0.02 �1.6 (0.9) 0.06
Peak �0.6 (1.0) 0.01 �1.3 (0.9) 0.07
decelerating �0.6 (1.0) 0.00 �1.2 (0.7) 0.06

Ebb accelerating 0.0 (0.4) �0.08 0.3 (1.0) 0.23
Peak 0.0 (0.0) 0.00 �0.5 (0.7) 0.02
decelerating 0.7 (0.5) �0.06 �1.6 (0.9) 0.22

All hourly conditions �0.7 (0.8) 0.08 �1.1 (1.1) 0.08
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Analysis of the trend in Fig. 9 showed a Pearson correlation of�0.21
(4% R2) and �0.29 (8% R2) for sites A and B respectively. Therefore,
some evidence suggests wind-waves influence the velocity profile

at tidal-stream energy sites, both in magnitude (Fig. 9) and shape
(Figs. 6 and 7), however, the processes driving this temporal vari-
ability appear complex and non-linear.

Fig. 7. Simulated wave climate (B) and the associated interpolated local wind field data (A) for the ADCP data-series (C) observed at site B compared to the velocity profile fit
coefficients a and b (D, left and right axes, respectively), and error in the velocity profile curve fit (E).

Fig. 8. The comparison between the power law fit (a) of the curve fit to the hourly ensemble average ADCP data and the simulated significant wave height (Hs) at the two potential
tidal-stream energy sites: A and B. The average power law fit (a) for all tidal conditions is shown as a black line with 68% (darker shading) and 95% (lighter shading) confidence
intervals shown.
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3.2. Velocity profile spatial variability

The validated ROMS model of the Irish Sea (see Section 2.3) was
applied to simulate tidal current velocities during the period of the
two ADCP deployments. The accuracy of ROMS simulated depth
average M2 tidal ellipse at the two ADCP sites is shown in Table 1
(<5% error in current speed), and the tidal velocity profile (veloc-
ities throughout thewater-column)was accurately simulated at both
sites with less than 1% velocity errors (RMSE ~0.15 m/s).

Model velocity profile fits (a and b) were compared at both
ADCP locations, and a good agreement found on average (see
Table 8); bed roughness (b) fits were exactly simulated at both
sites (mean b fit difference of 0.0 with 0.0 standard deviation
hence not shown in Table 8), and a fit difference of �0.7 (stan-
dard deviation of 0.8) at site A and �1.1 (standard deviation 1.1)
at site B was calculated (difference calculated between ADCP data
fits and model fits). Therefore the ROMS hydrodynamic model
simulates the shape of the velocity profile accurately on average,
but with temporal variability in accuracy (see Table 8) and a
small amount of bias as the over-prediction of shear in the water
column by the model as a fits of the model are consistently lower
(see Table 8).

Improvements to this temporal variability in the accuracy of
the ROMS tide-only a fits from the simulated velocity profile
shape (see Table 8) is likely to require a dynamically coupled
wave-tide model (e.g. Ref. [15]); however, the tide-only hydro-
dynamic model can be used to determine the likely spatial vari-
ability of the average velocity profile characteristics (a and b) at
potential tidal-stream energy sites as the model accurately
simulated the velocity profile shape and magnitude on average
(see Table 8 and also Table 1).

Analysing the spatial variability of the mean power law fit (a) in
the 30 day ROMS Irish Sea hydrodynamic model simulation for all
potential tidal-stream energy sites in the Irish Sea was not trivial,

requiring ~27 million iterations to determine the average a and b
fits at all potential tidal-stream energy sitese assumed to be at sites
with a peak spring tidal current (M2þS2) above 1.8 m/s and with
water depths 25 m or greater [15,16]. All sites analysed were esti-
mated to have the boundary layer (d) extend to the surface and
hence Eq. (1) can be used. The depth of the boundary layer (d) was
estimated using [36], see Equation (5),

d ¼ 0:0038
�uas� ub f

s2 � f 2

�
[5]

inwhich we assume anM2 tidal frequency (s) of 1.4052*10�4 rad/s,
with maximum depth-averaged current speed of the major (ua)
and minor (ub) M2 tidal ellipse information taken from the
ROMS model with latitude (4, to calculate f in Eq. (5);
f ¼ 1:4544�10�4 sinð4Þ) also taken at each grid cell in the model
domain.

The typical spring-neap a and b fits of all theoretical tidal-stream
energy sites throughout the Irish Sea are shown in Fig.10; indicating
that whilst b fits were broadly similar, there was some trend in the
spatial variability of average velocity profile shape (a), which is of
importance to developers for site selection: an average a fit of 6.7
and a b fit of 0.4 was found (standard deviation of 2.2 and 0.1 for a
and b fits respectively) and a trend of decreasing shear with
increased water depth (R2 of 57% in panel d of Fig. 10) was found
when grouping sites into 20 mwater depth bins, but no significant
trend was found for peak spring tidal currents (R2 of 4% in panel c of
Fig. 10).

Considering the small amount of bias in the model (resulting in
slightly lower a fits by the model), we assumed an average a ¼ 7 fit
is likely to generally be appropriate for characterising the velocity
profile (with b ¼ 0.4 in Eq. (1)) at shelf sea tidal energy sites, with
less shear likely (higher a) at deeper water sites which may be
important for the development of future device technologies, such

Fig. 9. The depth-averaged semi-major axis of the semi diurnal lunar tidal constituent ellipse (CMAX M2), calculated from a 25 h over-lapping analysis window, of ADCP measured
at sites A and B, compared to the average significant wave height simulated during the same time period (the range of simulated daily wave heights are show as dashed lines). The
shaded region is the CMAX M2 calculated from the entire ADCP deployments (see Table 3).
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as so-called 2nd generation devices (see Ref. [15]). However, ob-
servations (or possibly dynamically coupled wave-tide models) are
required to quantify the temporal variability to this average velocity
profile characteristics and, we find, GEV (Generalised Extreme
Value) theory can be used to describe this temporal variability
within a fits.

4. Discussion

The velocity profile was accurately characterised at two tidal
energy sites using a classical power law (Eq. (1)). Both sites had
similar profile parameters when reported to one decimal place and
averaged over the time of the observations. Therefore when char-
acterising the velocity profile of a tidal energy site in depth-

averaged model resource studies or turbine interaction studies
(e.g. Refs. [3,21]), it appears appropriate to assume a 1/7th power
law, within Eq. (1), which is traditionally used by oceanographers
(see Ref. [36]). Moreover, a bed roughness value of 0.4, within Eq.
(1), was found to yield a more accurate fit (with observations) on
average than the value of 0.32 suggested by Ref. [36]. This enhanced
bed roughness coefficient, calculated from ADCP velocity profile fits
at two potential tidal-stream energy sites, is likely due to coarser
sediment types (or larger bed forms) in these tidally-energetic
environments (see Ref. [39]), and this enhanced bed roughness
(b ¼ 0.4) should be considered in future studies of turbine inter-
action with the resource.

Temporal variability in the power law (a) fit at both ADCP sites
was observed during likely operating times (U > 1 m/s), with

Fig. 10. The mean power law (a fit in panel A) and bed roughness (b fit in panel b) for all potential tidal-stream energy sites simulated for a typical spring-neap cycle with the ROMS
hydrodynamic model of the Irish Sea (peak spring tidal velocities above 1.8 m/s and water depths > 25 m), including the mean power law trend (squares), with 25th and 75th
quantiles (shown as solid dots) and 1st and 99th quantiles (crosses) when grouped into 0.2 m/s current (panel c) and 20 m depth bins (panel d).
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times of extremely high shear tidal flow (i.e. a ¼ 4), which has
important implications for turbine performance and resilience
research (e.g. Ref. [1]) as well as the instantaneous power available
e as described in the introduction (see also [17]). The distribution
of power law (a) temporal variability was accurately characterised
with Generalised Extreme Value (GEV) theory; hence, future
studies of turbine-scale interaction with the resource (e.g.
Ref. [21]) can use such distributions to explore extreme loadings
upon the device and the support structure (e.g. Ref. [20]), or
improve the parameterised oceanographic conditions within
scaled-tank experiments or CFD models (see Refs. [21,42]). We
have therefore provided the GEV parameters used to describe the
a fit distribution in the Appendix Table A1, which is shown in
Appendix Figs. A1 and A2. Indeed, future work could also aim to
resolve sub-hourly variability of the velocity profile, such as tur-
bulent fluctuations (e.g. Refs. [1,45]).

Power law (a) temporal variability was found to correlate
significantly (at 5% significance level with Pearson correlation)
with the tidal condition, which could be due to the influence of
local-scale bathymetric features on generating localised turbu-
lence; for example, accelerating flows at site A and the flooding
tidal conditions at site B were found to be typically more sheared
(lower a fits). Hence, developers should be aware of fine-scale
spatial variability in oceanographic conditions that may exist,
which suggests detailed site surveys are essential during later
stages of resource assessment (e.g. Refs. [7,9]). Furthermore,
temporal variability within the power law fits (a) were found to
correlate to wind speed, the wave climate, and tidal current speed.
For example, with an increase in simulated wave heights generally
resulting inmore shear (lower a fit) during ebb tidal conditions for
the shallower site A, and the converse for site B. Therefore, future
work should apply a dynamically coupled model; especially as the
presence of waves was found to retard the depth averaged flow, as
hypothesised by Refs. [17] and [11].

Temporal variability of the velocity profile was not accurately
simulated with the tide-only Irish Sea 3D ROMS model of [15];
which is expected, considering the lack of wave processes included
in the model; however, the mean simulated velocity profile shape
was found to match extremely well at both ADCP sites. Hence, the
ROMS model was used to explore the spatial variability in mean
velocity profile characteristics at potential tidal-stream energy sites
throughout the Irish Sea (see Fig. 10). Spatial variability to the mean
power law coefficient was found in the Irish Sea, suggesting site
selection an important process but that spatial variability appears
to be less than temporal variability (i.e. Fig. 10 and Table 4);
therefore, variability in the velocity profile characteristics at po-
tential tidal-stream energy sites in shelf sea environments (i.e.
shallow, well mixed, fast tidal current environments) can be
captured and quantified.

A trend of decreasing shear with increasing water depth was
found (R2 57%); therefore, the development of deeper water tidal-
stream energy device technologies could result in more resilient
devices, as the loadings from shear would be reduced (e.g.
Ref. [21]). Simulated averaged spatial variability was found to be
much less than the observed temporal variability; hence the chal-
lenge remains to fully characterise the structure of flow at tidal-
stream energy sites so a widely deployable device could be ach-
ieved. We find that future work should develop and apply
dynamically coupled 3D models to inform the industry of extreme
and mean hydrodynamic conditions to inform the design of a
globally deployable and resilient device.

5. Conclusions

The vertical structure of flow at tidal-stream energy sites was
characterised using ADCP observations at two sites, and a well
validated 3D ROMS tidal model was used to extrapolate charac-
teristics of the simulated velocity profile to all potential tidal-
stream energy sites in the Irish Sea e a typical high tidal-energy
shelf sea region. The spatial and temporal variability in the veloc-
ity profile was found to be an important uncertainty to characterize
in tidal-stream energy research, but also has applications to coastal
processes and coastal engineering. On average the 1/7th power law
(a ¼ 7) with roughness coefficient b ¼ 0.4 was found to accurately
represent the velocity profile (based on classical oceanography
theory), yet both spatial and temporal variability was found for
potential tidal-stream energy sites throughout the Irish Sea.

Temporal variability of the power law was found to be large at
both ADCP sites and could be described by Generalised Extreme
Value theory distribution. Wave and hydrodynamic (i.e. tidal)
conditions did not independently account for observed temporal
variability in the power law fits that describe the velocity profile;
suggesting, where observations are unavailable or impractical,
dynamically coupled wind-wave-tide models are required to fully
characterise oceanographic conditions at tidal-stream energy sites.
Further, although temporal variability of the roughness coefficient
was found to be almost negligible, the inclusion of the roughness
coefficient was found to be essential to accurately describe the
velocity profile. Finally, simulated spatial variability of the vertical
structure of the flow (i.e. between potential shelf sea tidal-stream
energy sites) appears to be much less than observed temporal
variability; hence, a widely, possibly even globally, deployable de-
vice design is possible, reducing barriers to development within the
tidal-stream energy industry and allowing meaningful contribu-
tions to global low carbon energy targets.
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Appendix

The comparison of Generalised Extreme Value (GEV) and a
normal distribution for the grouped velocity power law fits (a) for
all tidal velocity profiles when the depth-average flow speed was
greater than 1 m/s at site A (Fig. A1) and site B (Fig. A2). The pa-
rameters used to describe the GEV distributions of each of the
grouped a fit distributions, including the KStest result that shows
the GEV distribution to be a more accurate description of these
distributions than a normal distribution, is shown in Table A1 for
both ADCP sites.
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Fig. A1. Comparison of Generalised Extreme Value (GEV) distribution and normal distribution for the grouped velocity power law fits of the ADCP record at site A (Amlwch) for all
tidal velocities above 1 m/s.

Fig. A2. Comparison of Generalised Extreme Value (GEV) distribution and normal distribution for the grouped velocity power law fits of the ADCP record at site B (Holyhead) for all
tidal velocities above 1 m/s.
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Table A1
The Generalised Extreme Value (GEV) fit parameters used to describe the temporal variability of the tidal condition grouped power law fits (a) at two ADCP sites (A and B), and
the results of the KStest (Kstat & pvalue, with significant correlations at the 5% level given in bold) that show the GEV distribution is a more accurate description of the a
distribution than a normal distribution.

GEV distribution fit parameters KS test (Kstat & pvalue)

Shape Scale Location Normal distribution GEV distribution

Site A Flood accelerating �0.0689 0.7828 5.8496 0.37 & >0.01 0.53 & 0.02
Flood peak �0.1243 0.9133 6.8349 0.37 & >0.01 0.40 & 0.14
Flood decelerating �0.0279 0.9977 6.9272 0.35 & >0.01 0.40 & 0.14
Ebb accelerating 0.1086 0.7579 6.2737 0.40 & >0.01 0.40 & 0.14
Ebb peak �0.0404 1.0051 6.5835 0.31 & >0.01 0.27 & 0.59
ebb decelerating �0.0339 1.0069 6.5598 0.30 & >0.01 0.27 & 0.59

Site B Flood accelerating 0.2775 1.2449 5.8207 0.29 & <0.01 0.20 & 0.89
Flood peak 0.0998 1.1097 5.8255 0.32 & <0.01 0.53 & 0.02
Flood decelerating 0.0275 0.9901 6.2384 0.36 & <0.01 0.40 & 0.14
Ebb accelerating 0.2788 1.4066 7.4559 0.25 & 0.01 0.27 & 0.59
Ebb peak 0.1137 1.4041 6.1361 0.31 & <0.01 0.20 & 0.89
ebb decelerating 0.1219 1.3836 6.0938 0.30 & <0.01 0.20 & 0.89
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