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ABSTRACT

Contours of the main thermocline (12°C isotherm depth: Z;,) topography objectively generated from Inverted
Echo Sounder observations in the Gulf Stream may be treated as a baroclinic, geostrophic streamfunction .
As preliminary steps, the authors developed techniques to estimate geostrophic velocity Vy, = k X (g*/ f)VZ,,
and geostrophic vorticity §, = (g*/ f)V2Z,,. In doing this the authors also determined a reduced gravity g*
= 1.53 cm 572 by least-squares fitting the estimated V, to observed V,,. velocities (i.e., fine-tuned for the ¥ at
400 m relative to 3000 m).

Accuracy of the objective maps of y is investigated by comparing V, against V. directly measured from tall
current meter moorings and {, against vorticity ¢, separately estimated using a “rigid-stream” velocity section
and path curvature. The V, values, with speeds up to 100 cm s™!, are correlated with V. at the 99% confidence
level, and the two measurements differ by only 10 cm s™' rms error. Vorticity estimates, ranging between —0.44 f°
and +0.64 £, also show excellent agreement between {, and {, within 0.77 X 107 s™' (or 0.09 /) rms difference.
This study carefully documents the objective error-estimation techniques for these fields that, because they are
derivatives of the measured  field, are sensitive to noise. The objective estimates of error in V,, and {, agree in
each case with the rms differences from observations.

The authors also illustrate the consequent utility of the objective ¥ maps by applying quasigeostrophic cal-
culations to diagnose ageostrophic motions V, in strong events in the Gulf Stream. The authors found V,/V,
to have peak values of 0.2-0.6. Roughly equal contributions to ¥, came in events of large curvature or with
high temporal rate of change. Vertical stretching dw/3z at the 400-m level was estimated using the quasigeostrophic
vorticity equation, finding downwelling as large as ~4 mm s~! downstream of meander crests, and upwelling
as large as 3 mm s™! downstream of meander troughs.
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1. Introduction

During the Gulf Stream Dynamics Experiment
from April 1983 to May 1985, daily maps of the main
thermocline depth (typically represented by the
depth of 12°C isotherm: Z,,) were produced by ob-
jective analysis (OA) applied to Inverted Echo
Sounder (IES) measurements of acoustic travel time
(7). Several factors have suggested that these maps
behave as streamfunction fields. The contours co-
incide well with the sea surface temperature patterns;
current meter vectors directly observed at 400-m
depth tend to parallel the Z,, contours; and short
segments of the trajectory of isopycnal RAFOS floats
are observed to flow approximately along the con-
tours of the maps (Watts et al. 1989).

Corresponding author address: Dr. D. Randolph Watts, Graduate
School of Oceanography, University of Rhode Island, Narragansett,
RI 02822.
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The conceptual basis that IES measurements deter-
mine the streamfunction field began with the study by
Watts and Rossby (1977), which found a linear rela-
tionship between 7 and dynamic height anomaly AD.
They additionally stressed that because variations in
sound speed depend primarily upon temperature, the
conversion from 7 to AD depends indirectly upon den-
sity being mainly a function of temperature. In the
Gulf Stream region where the T-S relationship is well
defined, the IES 7 measurements can be interpreted as
either Z,, or AD. Therefore, the streamfunction field,
which is determined from the dynamic height field
(Pond and Pickard 1983), can be represented by the
Z,, fields.

In this paper we quantitatively test and verify that
the IES objective maps can be most directly inter-
preted as the baroclinic, geostrophic streamfunction
¥, such that ¢ = ¥(Z,,), a functional relationship
of Z,,. The following formalisms thus apply for ve-
locity,
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%*
V¢=k><w=k><g7vzu, (1)
and for vertical vorticity component,
g*
§¢=V2¢=—f—v Zy, (2)

where f is the Coriolis parameter, g* a reduced
gravity, and k a unit vector pointing vertically up-
ward. By proper specification of g*, this stream-
function applies in the Gulf Stream to a horizon in
the upper water column, which for this study is taken
to be 400 m deep. This work has the goal of verifying
the fields of V, and {,, provided as derivatives of our
¥ fields.

. Calculating V, and {, from data requires first- and
second-order differentiation of our mapped Z,, fields—
a process which tends to accentuate measurement
noise. The prospects might therefore appear more un-
likely for investigating quasigeostrophic dynamics from
measurements. Nevertheless, following an essential and
thorough analysis of error, we show that from measured
spatial and temporal changes of the velocity and vor-
ticity, we can demonstrate examples of ageostrophic
current and vertical stretching during strong events
(such as large amplitude meanders and ring-stream
interactions) in the Gulf Stream.

The key concept is that errors in the differentiated
quantities depend not only upon the spacing of the
input IES Z,, measurements but also upon the cor-
relation properties of the output ¥ fields imposed by
the OA mapping. Evaluations of the derivatives are
made using centered finite differerices. Hence, there
are two types of error considered. One, named “nu-
merical error” (N), is the truncation error owing to
replacement of the continuous derivative by a discrete
form. The other, named “measurement and statistical
error” (o), is the uncertainty that arises because the
gridded estimates of y have error, and it may be sta-
tistically correlated between the grid points due to, for
instance, filtering and the OA procedure itself. Both
uncertainties depend upon the grid spacing, such that
N grows and ¢ decays with increasing spacing. We
determine the best grid spacing that minimizes the total
uncertainty.

The measurements and mapping the streamfunc-
tion fields will next be described, including the deter-
mination of an optimum value of reduced gravity g*
(specifically for the 400-m horizon relative to 3000
m). Section 3 documents objective error estimations
for derivatives of geostrophic velocity V, and vorticity
¢, Verifications of the V, and {, are presented in
sections 4 and 5. These two sections illustrate how
the results may be applied to subsequent investigation
of quasigeostrophic dynamics. In section 6, we analyze
contributions to ageostrophic motion in the Gulf
Stream, particularly during strong events. Last, we
make estimates of each term in the quasigeostrophic
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vorticity equation and examine the relationship of
downward and upward vertical motion to meandering
motion.

Overall, this study is intended to lay the foundation
for later studies of Gulf Stream dynamics. They include
the development and propagation of meanders, using
an “‘equivalent barotropic” model (Kim 1994), work-
ing with the quasigeostrophic tendency equation, and
diagnosing vertical stretching,.

2. Measurements and mapping the streamfunction ¥
fields

As part of the Gulf Stream Dynamics Experiment,
IES measurements were made at 21 sites approxi-
mately 200-600 km downstream of Cape Hatteras
during the period April 1983-May 1985. The array
of instruments consisted of six cross-stream lines
normal to the historical mean path of the Gulf
Stream, with spacings of about 60 km cross stream
and 65 km downstream. Figure 1 shows the locations
of moored IESs by solid squares and circles. Addi-
tionally, the circles labeled B2, B3, C1, C2, and C3
indicate tall moorings with current meters (CMs)
deployed from 1984 to 1985. Each mooring had cur-
rent meters at four nominal depths of 400 m, 900
m, 1900 m, and 3000 m below the sea surface. All
of the time series of IES and CM measurements have
been 40-hour low-pass filtered and subsampled at
six-hour intervals as described in technical reports
by Tracey et al. (1985), Tracey and Watts (1986),

‘and Bane et al. (1989).

The topography of Z;, is objectively mapped daily
from the set of IES Z,, records by a Gauss—Markoff
method adapted for mapping the thermal front region
of the Gulf Stream (Watts et al. 1989). The Z,, OA
maps may be produced on various output grid spacings
to have later flexibility for finite differencing of V, and
§,. In the following discussion (section 3), we show
that different OA-output grid spacings are optimal, de-
pending on which: finite-difference quantity is being
estimated, V, or {,. ' ]

Because IESs were located on each of the CM moor-
ing sites, the gradients VZ,, could be well estimated at
sites B2, C2, and C3 (but less well at end sites B3 and
C1). Sites B2 and C2 had complete 24-month velocity
records at both 400 and 3000 m, but unfortunately C3
had no good data at 400 m. Consequently, B2 and C2
were chosen as the comparison sites for optimizing the
constant g* (discussed below) as well as for verifying
the time series V.

An example of a 20-km gridded Z;, map (13 July
1984) is shown by the inset in Fig. 1. The arrows in
this figure show the currents on this date at sites B2
and C2, measured by the CMs at depth 400 m. The
shaded areas in the figure indicate features that are less
reliable due to higher mapping error; the error is in
general small near the IES sites and increases with
distance.
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F1G. 1. Tall current meter mooring (®) and IES (@ as well as @) deployment sites in the study
area. The rectangular box (240 km X 460 km), oriented along 64°T, represents the region mapped
by objective analysis. The inset shows an example of the mapped thermocline topography for 13
July 1984, Solid contours indicate Z,, = 400 m, the contour interval is 50 m, shaded areas have
=>35% mapping error, and A designates site S2. Current vectors at 400 m for sites B2 and C2 (@)

are also shown for this date.

To estimate path curvature, we interpolated the
OA field onto a 4-km grid using a cubic B spline
(Inoue 1986). We chose the minimal smoothing that
did not introduce features at shorter spatial scales
than our original OA grid (details are presented in
Kim 1991).

We determined the best value of reduced gravity g*
using Eq. (1) and the observations of currents and VZ;,
as follows. We minimized the norm of the vector dif-
ference V, — V,, (where V,. = V50 — V300, the ob-
served baroclinic component at 400 m relative to 3000
m) to find

Z [ Viel i IVZi5]; cosd;
Z |VZ,|? ’

g*r=7 (3)

where the sum is over a time series of measurements
I; | Vi and |V Z,,|; are the magnitudes of two vector

elements, and 6, 1s the angle between them. To deter-
mine V, with minimum estimated uncertainty, we
chose an OA grid spacing of 24 km, as explained in
section 3, to calculate the gradient VZ;,. The sum in
Eq. (3) excluded large curvature and rapidly evolving
events in order to find a value of g* most approximate
for a geostrophic streamfunction. This procedure gave
g* = 1.53 £ 0.06 cm s 2, appropriate for the current
at 400 m relative to 3000 m.

3. Error estimates for ¥ derivatives, V' and {,

In this study, all derivatives of the ¢ field (V, and
§y) are calculated using centered finite differences.’ We

' An alternative approach to calculate the  derivatives, such as
V, and {,, would be via objective analysis using the techniques of
Bretherton et al. (1976) and Qian and Watts (1992). In that case error
estimate fields could be provided directly by the objective analysis.
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now examine, respectively, the gradient V and the La-
placian V? operators, which are each subject to two
types of error, “numerical error” and ‘“measurement
and statistical error,” as briefly mentioned in the in-
troduction. We summarize both error sources here.
This guides our choice of the best grid spacing for each
differential operator.

,j+A) =i, j—A) A®
V‘I/=—{l//(l,j+ )2A\[/(l’1 )—?wyyy(ia'ﬂ)

where V¥, and ¢,,, represent the maximum values of
the third-order derivatives of ¥ with respect to x and
yfortherangesi —A<é(<itAandj—A<n<j
+ A. The terms on the rhs, which include ¢, and
Yy, are the standard numerical truncation errors
. (generally of unknown sign) that arise from centered
finite differencing (Ames 1977). The vector component
errors are independent, and the numerical error &/ v,
may be expressed as

A? .
? ¢y_vy(la "l)
.NV =

v

(5)
A? .
- ? \bxxx(ga])

Quantitative estimates of Y., and ¥y, may be ob-
tained by modeling the Z,, topography as an analytic
function of space and time:

— ’z
Z(x,y,t)=2Zy+ A tanh(y——yi()—c——)) ;
w
27 27
yo(x,t) =B cos(fx -7 t) , (6)

where typical values are Zg = 450 m, A = 400 m, B
=50 km, W = 40 km, L = 350 km, and T = 30
days. Accounting for the factor (g*/f)~!' = 5.6
skm™', we find maximum values of |Y,| ~ 2.8
X 1072 cm™' s™'and |y, ~ 5.6 X 1072 cm™' 57,

The second type of error, measurement and statis-
tical error, propagates through objective mapping of
the measurements, abbreviated as “statistical error”
ay,. It may be estimated by an expected value of error
variance of each velocity component,

2 _ [E[e‘/,ye‘l,y]jl

oy
v | Eleyey,]

using ey, =V, — \/’; and accounting for each vector
component, expressed as ey, = e‘,yi + ey j. R
The measurement uncertainty e, = —¥, — (—¥y)

is expressed as
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a. Error estimates and minimization for geostrophic
velocities

On a uniform grid of points separated by distance
A, the centered difference formula of velocity V,
= —y,i + Y, j expressed in x, y components at point
(i,))1s

= ?wm(s,j)]j, 4)

: -
_ 1 A —Uid A
e\(fx 2A[{¢(l 7]) ¢(l Aa])}
—{Wi— A ) = Wi~ A, D]
1 . . . .
——ﬁ[e(HA,J) e(i — A, j)].
Expanding the linear operator £ on variance of the

component ¢, ¢, ,

Ele(i+ A, je(i+ A, ))]
Ele, ¢, ] = — — Ele(i— A, je(i+ A, j)]
T (20)2 | —Ele(i+ A, je(i— A, )]

+Ele(i—A,))e(i— A, ))]

It may be rewritten, using the shorthand notation of

~appendix A, [Eq. (19)] for a single time and assuming

symmetry, as
1
(2A)?
—26(—1,0;1,0) + 6(—1, 0; —1, 0)].

Using the analogous expression for E[ey ey, ] and
combining these expressions, the statistical error oy, is
the root of

Eley.ey] [6(1,0;1,0)

6(1,0;,1,0)—26(-1,0; 1,0)
VT (28)2] 6(0, 1,0, 1) — 26(0, =150, 1)
+ &(0, —1;0, —1)

(7

The combined numerical and statistical error in our
V, estimate is

d(Vy) = {|Ny, |2+ |a%, 1}

These two error contributions may be seen from
Egs. (5) and (7) to be oppositely affected by the grid
spacing A,

Increasing A increases the numerical error | Ny, |
and decreases the statistical error |o%, /2. We have
estimated |WNv,| and |o%,|'/? as a function of the
grid spacing A in Fig. 2 for values of A from 12 to
40 km. The total error (solid line) may be minimized
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6(Vy) (cm/s)

5(v,)

by the appropriate selection of A, When A > 28 km,
the combined error grows due to | Ny, | domination,
and where A < 16 km, it grows due to |o¥, |
ination. We chose A = 24 km as the optimal grid spac-
ing, because it is in the range of minimum estimated
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18. § 18. 1
J SITE B2 — 4 SITE C2
16. - & 16. 1
14, g 14.
7 ~ T
12. 4 12. 4
- ~ -
10. 4 \_/ 3 10. 1 \__/
N AN l,:‘ \‘Qf . N s
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i N " . ~
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0» T T 1 ) T Ll ] T T 1 o' T T 1) T T 1 T T L
0. 8. 16. 24. 32. 40. 0. 8. 16. 24. 32. 40.
A (km) A (km)

FIG. 2. Numerical error |Vy,| (dotted), statistical error | o%,| ' (dashed),
and the combined error (solid) in estimates V, = |k X Vi/|.

vy

JHHAD= 2D+ = A )

12 dom-

uncertainty for both sites of B2 and C2, with corre-

sponding uncertainty in velocity é(¥,) = 9.6 cm s

b. Error estimates and minimization for geostrophic

-1

GG A) - W) F LT~ A)

AZ

% (®)

The standard numerical truncation error for {, = V%,

N, is summed for each independent component as

. .. A2 2

vorticities N, = [(— T Yo (£, 7 ))

The difference approximation for the Laplacian V3 , 11/2
is a sum of the second-order centered difference esti- + ==y (i, n) (9)
mates in x and y: 12 7 '

1.4 9 SITE B2 1.4 7 SITE C2
— 1.2 ﬂ — 1.2
g - [/2) -
N N
0 1,04 0w 1.0
| I
© 7 @) .
Z 0.8 I~ 0.8
s ] s ]
% 0.6 - <\(4> 0.6
N - N’ -
«© “« AN
0.4 0.4 K ~
. o S
~~ P
2 0.2 "3 0.2 1
~— 4 .- ~—
© < ]
00 +—T—"-7Tr—7T T T T T T 0.0 +—r—T"T"T"T 7T 77T
8. 16. 24. 32. 40. 48 8. 16. 24. 32. 40. 48.
A (km) A (km)

FI1G. 3. Numerical error N, (dotted), statistical error o; (dashed), and the
combined error (solid) in estimates {, = V.
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The maximum values of Y., and ¢,,, may be
estimated by using the idealized Z,, model given
by Eq. (6) with g*/f = 0.18 km s~!. We obtained
[Yxrx] ~ 1.3 X 1078 em™s7! and |yy,] ~ 2.9
X107 em 257!,

To solve for the statistical error o;, we again start
with its variance of, = Eleyey,], where ¢, = ¢,
+ ey, . Expanding, we find

0 = E[e‘pxxe\bxx] + 2E[€¢n€¢yy] + E[e‘hye‘pyy]. (10)

1
Eley ey 1= Aa (
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The component error e, is calculated using the er-
ror definition of the estimates in Eq. (8) as

1
ey, = Az [e(i + A, j) — 2e(i, j) +e(i — A, )] (11)

The error covariances in Eq. (10) are computed by
cross-correlations between e, of Eq. (11) and e, ob-
tained in a similar way. For instance, using the short-
hand of Eq. (19) for a linear expansion of the E op-
erator on the variance ¢, e, _,

-1, 0)
~1,0) +26(1,0; -1, 0))' (12)

Here E[e,, e, ] may be obtained analogously by accounting for symmetry: for instance, 6 (1, 0; 1, 0) translates

to 6(0, 1; 0 1) In a similar way,

Ele,. 1= x (

—26(0,0;0,1)+46(0,0;0,0) — 26(0,0; 0, —1)

E(1,0,0, 1) — 26(1,0;0,0) + 6(1,0,0, —1) )
+6(—1,0,0, 1) — 26(—1,0;0,0) + €(—1,

(13)
1,0;0, 1)

Following Eq. ( 10) the statistical error ¢, is the root of the sum of Eq (12), twice Eq. (13), and the shorthand-

expression for E ley,.e,, ]

&(1,0;1,0) +6(~1,0;-1,0)  +6(0, 1;0, 1)
+6(0,-1;0,-1) +166(0,0;0,0) +28(1,0;—1,0)
o}, == | +26(0,1;0,—-1)  +26(1,0;0,1)  +26(1,0;0,~1) |, " (14)
+26(—1,0;0,1) +26(-1,0;0,—1) —86(1,0;0,0)
~86(0,0;0,1) —86(—1,0;0,0) =86(0,0;0,—1)

- in which we have combined terms to account for sym-

metries, such as 6(—1,0; 0,0) = (0, 0; -1, 0).
The combined numerical and statistical errors of our

finite-differencing estimate {, is then

8(5y) = (N} + o} )2 (15)

For the latter expression, we recognize that the sum of
the & in Eq. (14) varies weakly with A, and the fourth-
order derivative maxima in Eq. (9) are constants.
Hence, the total error (Fig. 3) again has a minimum
between the two regimes, in which statistical error
oy, prevails when A < 24 km, and numerical error
N, prevails when A > 36 km. We have used A = 28
km for computmg the Laplac1an operator, with cor-
responding minimum error in vorticity 6({,) = 0.76
X 107°s71,

4. Geostrophic velocity

In this section, geostrophic velocity V, estimates,
from the OA maps using Eq. (1) and the method de-
veloped in section 3a, are compared to direct mea-
surements of currents. Accounting for baroclinicity,
the verification measurements are the shear velocities
V.. between the obscrved currents at 400-m and 3000-
m depths.

Figure 4 shows stick plots of both V, and V,, at B2
and C2. In general, the estimated velocity V, agrees .
well with the observed V,, in both magnitude and di-
rection. The northeastward flow of the Gulf Stream
(typically 50-100 cm s™!) is evident throughout most
of these records, and in addition two major cyclonic
disturbances, caused by interactions of cold rings with
the Gulf Stream, are equally captured by both V,
and V,,.

The magnitude V', and V. and the u(eastward) and
v(northward ) components of velocity V, and V,,. for
B2 are illustrated in Fig. 5 along with their error bars.
There is striking agreement between the 1 components,
which differ by only 10 cm s™! rms compared to a signal
ranging from —50 to +80 cm s ™', The agreement for
the v component is not as good, differing by 12 cm s’
rms compared to the range from —20 to +70 cm s ™!,
The uy, = —9d¢/dy estimates from the OA maps are
more accurate than the v}, = 9y /dx estimates, because
the IES siteés are more closely spaced meridionally (y)
than zonally (x) and because no IESs are located up-
stream of site B2 to help estimate dy/dx. The objective
error covariances (6’s from section 3a) reflect this, as
indicated by the error bars for (u,, v,) shown in
Fig. 5.

We summarize the velocity comparisons in Table
1, by listing the means, rms values, rms differences,
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FIG. 4. Stick plots for estimated current V, and observed current V,, at sites B2 and C2. The
X axis is eastward, y axis is northward, and the cross bars at the right indicate their uncertainties,

+1 std dev.

and correlation coefficients of the several variables.
These results quantitatively confirm the visual simi-
larities seen in Figs. 4 and 5. However, the correlation
r of the v components at C2 has a slightly lower value
because there is a larger downstream gap between 1ES
measurement sites. The correlations of the other two
variables are high: r = 0.98.

The estimated uncertainties in V,, (in section 3) and
in V. predict well the observed rms differences. Hence,
we attribute the source of most of these differences to
noise in V, instead of to ageostrophic components of
the velocities (see also section 6a).

To illustrate the power and utility of this method-
ology, beyond just estimating the velocity at a point,
the baroclinic velocity Vy(x, y, t) may be calculated
as a time serties field of Vy(x, y) along with error es-
timates at all points in the field. A three-day sequence
of streamfunction and the corresponding velocity V,,
maps is illustrated in Fig. 6. During the period, yeardays
114 to 116, a cold ring interacted with the Gulf Stream
Jjust southwest of our study area and then propagated
into the region. The predicted error for the velocity
magnitude is less than 12 cm s ™! for ¥, and less than
8-10 cm s~ for u, and v, over the whole field, ex-
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TABLE 1. Velocity comparisons at site B2 and C2: units are cm s™' except for the dimensionless correlation coefficient r.

SPEED .(cm/s)
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SITE B2
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o
o)

B B L R Rz e oo o o AR R A R an e e
. 350. 400.

\Baana
0. 50. 100. 150. 200. 250 300.

100.3 u comp.

50.
0.
-50.
e
0. 50. 100. 150. 200. 250. 300. 350. 400.
100.
%
T so.
L
[a]
oo
[N
72
-50.
0. 50. 100. 150. 200. 250. 300. 350. 400.

YEARDAY

FIG. 5. The magnitudes and u (east) and v (north) components of velocity V, and V,, at site
B2. In each panel, a solid line indicates the geostrophic current and a dashed line is the observed
current. The bars at the right are the predicted uncertainties for the estimated velocity, +1 std
dev limits.
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u component v component Speed
Upc Uy Ube Uy Vbc V‘,/
Site B2
Mean 36.7 33.8 33.6 34.1 53.2 50.1
rms 24.6 20.5 14.0 14.5 21.2 20.5
rms difference 9.8 12.3 8.0
correlation 0.98 0.94 0.98
Site C2
Mean 33.7 33.1 24.3 18.6 45.9 41.3
rms 25.4 23.3 15.0 16.5 22.0 23.4
rms difference 8.6 12.4 9.3
correlation r 0.98 0.87 0.98
+9.6

Uncertainty estimate +1.5 +5.1 +1.5 +8.1 +2.0
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FIG. 6. Three-day sequence of streamfunction ¥ (left panels) and velocity V, (right panels) maps for yeardays 114-116. The
bold arrow on V, maps indicates a velocity of 100 cm s™'. Bottom panels show predicted uncertainty contours of () (left) and
3(v) (right) for the estimated V,. The blanked areas (northwest corners) represent no IES measurements.

cluding the northwest corner (blanked) where there
were no [ES measurements.

5. Geostrophic vorticity

Geostrophic vorticity {; of Eq. (2) may be determined
from the Laplacian of the streamfunction field. The
methodologies for the {, estimates, for objective estimates
of uncertainty, and for selecting the best grid spacing are
developed in section 3b. In this section, we compare
with a separate determination of relative vorticity ¢,.

For the second approach, we employ a ‘“rigid
stream” assumption that the cross-stream velocity
profile does not vary with alongstream distance or
time and that the profile simply shifts laterally as the
current meanders. This assumption has been found
to be a reasonable approximation both by Halkin
and Rossby (1985), from observations near 73°W,
and by Johns et al. (1994), from observations near
68°W. Under this assumption, we first reexpress
relative vorticity in stream coordinates and re-
arrange
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oV
— = {—«V,

on (16)

where ¢ denotes relative vorticity, « curvature, «V
curvature vorticity, and dV/dn lateral shear vorticity
with the » axis pointing to the right facing down-
stream.

The mean “stream coordinates” velocity section has
been determined from a set of absolute velocity mea-
surements by the Pegasus profiler on the transect at
73°W. For each of 16 cruises during September 1980
to May 1983, the section was transformed into stream
coordinates, and these were averaged to construct the
mean section (Halkin and Rossby 1985). For consis-
tency with our other analyses, we have computed the
baroclinic component (at depth 400 m relative to 3000
m) of the mean alongstream velocity, and we have
smoothed the section using a cubic B-spline interpo-
lation. The resulting velocity profile ¥ (#) is shown in
Fig. 7a, together with the shear profile dV(n)/dn
in Fig. 7b.

We next use the following method to estimate all
the components of Eq. (16) at a given date and lo-
cation. First, determine the shortest relative normal
distance # between that site and the contour of Z;,
at 400 m on the OA map, which is the » = 0 path.
Then, infer the lateral shear vorticity a4V (n)/dn
from Fig. 7b. Curvature vorticity «J is computed
with the estimates of the speed V, and the path cur-
vature «, obtained by least-squares fitting a circle to
¥ (Kim 1991) at the site. Relative vorticity ¢, is
obtained using dV(n)/on and «xV according to
Eq. (16). ‘

We compare the two methods of estimating the vor-
ticity components at site S2, (see the inset in Fig. 1)
where the surrounding IES measurements sites ensured
that the mapped ¢ field would be well resolved. Each
of the vorticity constituents at S2 is shown in time
series in Fig. 8, where the estimates from the rigid-
stream method are indicated by dashed lines. The solid
line in Fig. 8c is shear vorticity obtained from {, and
kVy using Eq. (16). The total uncertainty for the shear
vorticity V/dn is 0.81 X 107> s™!, which is computed
as the square root of the sum of the squares of the error
8($,) = 0.76 X 107° s~ (section 3) and 8(xV) = 0.28
X 107° s7!. The rms value of both estimates of 8V/dn
are of the same order, 1.34 X 107°s7! (0.16f). The
rms difference between the two estimates is 0.77
X 1073571 (0.09f). The {, estimates, ranging from
—0.44 f'to +0.64 f, agree with {, within the estimated
uncertainty.

Therefore, we take this comparison to establish
the agreement between {, and {,, the rigid-stream
model and the V% methods. The agreement con-
firms that (i) our calculation of {, from V3 indi-
cates the true relative vorticity very well, and (i1)
our method to estimate its uncertainty is also ac-
curate.
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FiG. 7. Pegasus mean alongstream velocity profiles V(n) = Vaoo
— V3000 1n stream coordinates: (a) cross-stream velocity smoothed by
a cubic B-spline basis and (b) cross-stream lateral shear. The origin

n =0 is set to be the location where the 12°C isotherm crosses a
depth of 400 m.

6. Estimation of ageostrophic motion and vertical
stretching

Motions associated with strong events, such as the
ring-stream interactions seen in Fig. 4, may not be in
geostrophic balance because centripetal acceleration
and/or tangential acceleration may be strong enough
to cause measurable departures from the balance (e.g.,
Johns et al. 1989). Moreover, horizontal divergence
and vertical stretching are associated with these ageo-
strophic departures.

Based upon our successful velocity field V, and vor-
ticity field {, calculations, we may estimate ageo-
strophic velocity V, quasigeostrophically (Bluestein
1992) using
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FiG. 8. Vorticity constituents at site S2: (a) relative vorticity {: §, = VA (solid) and {, = «V
+ dV/dn (dashed), (b) curvature vorticity «¥, and (c) shear vorticity 8V/dn: ¢, — «V (solid) and
the rigid stream estimate from Pegasus data (dashed). The bars at the right on each plot indicate

+1 std dev error.

V,=—kX = Vn + Vit
f Dt ‘
1 DV, 1
= hy v, (17)
S Dt S/

where Vh = V¢, + V3000, and Dh/D[ = 8/6[ + Vh'V.
This is expressed in natural coordinates with unit vec-
tors tand n, oriented, respectively, parallel and normal
to the flow. Similarly, vertical stretching dw/dz in an
incompressible fluid may be determined using the
quasigeostrophic vorticity equation (Holton 1979;
Bluestein 1992)

- A (T

J 0z ot

(18)

where { = {, + {3000. These estimates are much less
subject to measurement or computation noise than

the direct subtraction of the geostrophic velocity
from the horizontal velocity (Kim 1991) and direct
calculation of horizontal divergence (e.g., Bryden
and Fofonoff 1977). In both cases, this is because
the right-hand sides of Egs. (17) and (18) deal en-
tirely with terms of O(Ro') (Rossby number Ro),
neglecting terms of O(Ro?), rather than attempting
to directly calculate residuals of differences between
O(Ro0°) quantities in the momentum and continuity
equations, respectively.

Our purpose in this section is simply to demonstrate
the feasibility of performing these quasigeostrophic
calculations with sufficient accuracy to be applied to
strong events in the Gulf Stream. We illustrate ageo-
strophic motion at sites B2 and C2 (section 6a), and
vertical stretching at site S2 (section 6b). In addition,
the vertical motion will be briefly related to meandering
motion of the Gulf Stream.
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F1G. 9. Daily geostrophic and ageostrophic current vectors, V, (top) and V, (second) at site B2,
and magnitudes of ¥, (dashed) and V, (solid) are shown in the third panel. The last panel represents
a time series of departure ratio & = V,/V,. The cross bars and vertical bars indicate their uncer-
tainties (+1 std dev). The error bars on V, are approximately 2-3 cm s~! in each component.

a. Ageostrophic motion

The ageostrophic velocities V, at sites B2 and C2
are calculated using Eq. (17) with our V, measure-
ments (neglecting Vsgg0), and the associated error 6(V,)
is documented in appendix B. The uncertainty intro-
duced in V, by having neglected Vio in Eq. (17) is
dominated by the advection term V- VV3440, which
is approximately 20% of the leading terms constituting
V.. This error is no larger than the noise level, 6(V,)
=2-3 cm s~!, estimated in appendix B. Accordingly,
the following investigation is based on V, estimates
using only the baroclinic V.

"The V, vectors at B2 are shown in Fig. 9 with geo-
strophic velocity V, at the same site. While many of
the V, estimates are near the noise level indicated by
the small cross at the right (2-3 cm s™'), two strong
ageostrophic events with peak speeds near 20 cm s’
are clearly detected at yeardays 115 (24 April) and 265
(21 September).

We closely examine the event at yeardays 111-125
(April event). Plotting the velocities and their com-
ponents at sites B2 and C2 on expanded scales, re-
spectively, in the left and right panels of Fig. 10 reveals
that the event consists of three separate departures from
geostrophy. At site B2, these peaks occur at yeardays
113, 115, and 117 (see left panel of Fig. 10a). The
corresponding evolution of the Gulf Stream path is
shown by the sequences of daily Z,, maps from year-
days 111-119 in Fig. 11. On days 111-114, the Gulf
Stream is perturbed by the coalescence of a cold ring
in the region just upstream of our array. As the dis-
turbance propagates into the study area, the thermo-
cline steepens near sites B2 and C2 (Fig. 11), and the
geostrophic velocity V,, is accelerated. Figure 10a shows
V, increasing from 29 to 60 cm s™' between yeardays
111-114. Examination of the components of V, re-
veals that the advective changes (1/f)Vy(dV,/ds)
only weakly oppose the dominant local tendency
(1/f)(0V,/at). Furthermore, contributions from
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FI1G. 10. Magnitudes of ageostrophic current components during
yeardays 110-125 at site B2 (left panels) and at site C2 (right panels).
(a) Magnitudes of V, (solid) and V, (dashed); (b) total n component,
Ve = (1/fXDV,/Dt); (c) n components f ~'3V,/dt (solid), (1 /f )V (dV,/
9s) (dashed); and (d) t component —V, = «¥'3/f. All velocity units
are cm s~'. The error bars represent +1 std dev limits.

Vu = (1/f)xV } are relatively small during this initial
time. Thus, the first ageostrophic velocity peak at year-
day 113 primarily results from changes in the magni-
tude of V. Using V, =32 cm s 'and V,=8cm s ™!,
this peak has a “departure ratio,” & = V,/V,, of 0.25
(Fig. 9). The second peak, however, is caused by cen-
tripetal acceleration. During days 115-116, ¥V, de-
creases (Fig. 10a) as the ring center passes over site B2
(Fig. 11), and we find there is a local maximum of
15.4 cm s™!in V,, due to centripetal acceleration. This
is accompanied by a local minimum of —14.6 cm s7!
in V,,. This middle peak has 2 = 0.58. Finally, after
the ring center propagates past site B2 on day 117, ¥,
once again increases sharply. These changes in V), give
rise to the third ageostrophic peak, with & = 0.35. The
full ageostrophic event ends with a drop in V, caused
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by the straightening of the Gulf Stream path as the ring
is advected farther downstream.

The right panels of Fig. 10 show the same sequence
of ageostrophic peaks at site C2 delayed by about 3
days. Similar results were also obtained at both sites
for the second event in September (not shown). In
each instance, the ageostrophic event was composed
of three separate departures. The first and last of these
peaks were caused primarily by V,, with strong advec-
tion and rapid tendency in V,, while the middle peak
was dominated by V, due to centripetal acceleration.
However, during September when the Gulf Stream
path was more highly curved by the coalescing ring,
centripetal accelerations contributed more substantially
to the ageostrophic peaks (Kim 1991). It was during
this event that the largest V,/V, ratio (R = 0.64) was
observed. This ageostrophic peak was due to a drastic
drop in V, as the ring center passed over site C2. The
ageostrophic flow remained low as the Gulf Stream
front shifted south of the site after the ring propagated
eastward.

In summary, during both of these events, a cold ring
entering the study area gave rise to rapid curvature
changes and large horizontal velocity changes in the
Gulf Stream. These, in turn, resulted in departures from
geostrophy due to substantial contributions of centrip-
etal and tangential accelerations to V,. Departures from
geostrophy, expressed in terms of the ratio R of the
magnitude of ageostrophic current V, to that of geo-
strophic velocity V,, ranged to peaks of 0.2-0.6 during
these events.

b. Vertical stretching

Vertical stretching dw/dz in the upper ocean is es-
timated using Eq. (18) with baroclinic V, and ¢,
measurements to compute the advection and ten-
dency of vorticity. Advection by the barotropic ref-
erence velocity Vi contributes about 10%-20% to
dw/dz, and the contribution by the tendency of baro-
tropic vorticity {300 is insignificant. Thus, neglect of
V3000 in Eq. (18) adds error only comparable to the
uncertainty already in the calculation, é(dw/0z)
~ 0.02 f (appendix B).

For illustration, we compute the vertical stretching
constituents at the same site, S2, where vorticity esti-
mates were verified in section 5. Figure 12 shows the
components, the local tendency (3¢,/dt), and advec-
tion (V,-V{,) of vorticity, together with their sum,
the vertical stretching f(dw/dz). The advection of
planetary vorticity is always found to be negligible in
these records (| V,« V| < | Bomax | <0.25 X 10719572),
Of the two components, advection of relative vorticity
¢, makes by far the largest contribution to vertical
stretching. The tendency term d¢,/d: typically partially
cancels the advective changes. However, in most cases
the {,/dt estimates do not exceed the uncertainty level
0f 0.6 X 1071% 572 (~0.01 1?). Thus, with the exception
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FIG. 11. Objective maps of Z,, topography during yeardays 111-119: Z,; is contoured at 50-m intervals and
depths shallower than 400 m are dashed. The plus marks indicate IES sites and the solid circle indicates site B2.

of a few events, the d¢,/d¢ contribution at this site is
not significant.

Dividing Eq. (18) by f=8.56 X 10™° s™!, we obtain
estimates of dw/dz at depth 400 m. Because these cal-
culations all arise from IES maps of Z,,, it is appro-
priate to view dw/dz as representative of vertical
stretching extending through the upper water column.
Hence, vertical motion w may be estimated as w
= h(dw/dz) with h = —400 m, since w =~ Q at z = (.
Positive dw/dz values signal downwelling or sinking
motions (the slope of the vertical velocity profile with
height is positive ) and, conversely, negative values im-
ply upwelling. Using the values of f(dw/dz) shown in
Fig. 12, we find a mean of 0.01 fand rms of 0.03 f for
dw/ 9z at this site. We estimate the error 6(dw/dz) to
be about 0.02 f. While this error is substantial, several
peaks in vertical stretching with magnitudes as large
as 0.12 fare observed, which greatly exceed the uncer-
tainty level. Next, we will closely examine two of these
events, one with large positive dw/dz values and one
with strongly negative values.

Between yeardays 142 and 161, large positive vertical
stretching is observed with a maximum dw/dz of 7.7
X 107 57! (0.09 /) at yearday 148 (the first arrow on
Fig. 12¢). The evolution of the Gulf Stream path during

a portion of this event is illustrated in Fig. 13. On year-
day 142, site S2 is located in a meander trough where
the thermocline depth (Z,; =~ 200 m) is relatively shal-
low. Subsequently, the thermocline deepens to about
450 m on yearday 152 as a meander crest propagates
downstream toward the site. All the other positive dw/
dz peaks (downwelling events) in Fig. 12¢ also corre-
spond to times when a downstream propagating crest
is approaching the site. Thus, we find downwelling in
regions downstream of meander crests (which were all
propagating downstream). .

On the other hand, strong negative dw/dz is found .
between yeardays 191 and 196 with peak value of —6.9
X 107¢s~! (—0.08 f, arrow at day 193 on Fig. 12¢).
Examination of the Gulf Stream path during this period
(Fig. 13) reveals that site S2 is downstream of a mean-
der trough on yearday 191. Subsequently, the ther-
mocline shoals to about 100 m on yearday 194 as the
trough approaches the site. The same pattern is ob-
served for all the strong negative dw/dz (upwelling)
events in Fig. 12c. Hence, upwelling occurs down-
stream of meander troughs.

These observations at site S2 are in good accord with
observations and theory in the atmospheric jet stream
(Bluestein 1992), and with RAFOS float and other
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FIG. 12. The quasigeostrophic vorticity equation terms at site S2: (a) local rate of change of {,
(b) advective change V- V{,, and (c) vertical stretching f(9w/dz). Their units are 107'° 572, The
bars are the expected +1 std dev uncertainties of each term. The arrows point to extrema on

yeardays 148 and 193.

observations in the Gulf Stream reported by Bower
and Rossby (1989) and Lindstrom and Watts (1994).

7. Summary

In this work, objectively analyzed maps of ther-
mocline topography (Z,,) from IES measurements for
one year in the Gulf Stream have been interpreted as
maps of the baroclinic, geostrophic streamfunction .
To realize and test this interpretation, a constant re-
duced gravity g* has been determined to calculate ve-
locities V, at 400 m relative to 3000 m from the gra-
dient of Z,, using Eq. (1). [During work subsequent
to completion of this manuscript, He (1993) has shown
that g* can be a function of Z;, to achieve an improved
empirical and physical representation of the geo-
strophic currents.]

We have further utilized the Z,, maps to calculate
the relative vorticity ¢, from V?Z,, using Eq. (2). We

note that the prospects for success might have appeared
unlikely for obtaining quantitatively accurate differ-
entiated variables from the Z,, maps, because differ-
entiation tends to accentuate measurement noise.
However, the success of the effort lays the foundation
for applying quasigeostrophic dynamics to daily fields
of Vy(x, y)and {( x, y) in future diagnostic and prog-
nostic studies of Gulf Stream meanders.
Consequently, the goal of this paper has been not
only to verify the derived variables, V, and ¢, but also
to develop a thorough accounting for the errors (ap-
pendix A and section 3); V, was verified against direct
current meter measurements at 400 m and 3000 m.
The “noise” (rms difference) was about 10 cm s~},
compared to the “signal,” which was typically 50-100
cm s~!, and the correlation coefficients were typically
0.94-0.98. The {, was verified against a separate
method for measuring relative velocity using a rigid-
stream model plus path curvature information. The
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noise (rms difference) was about 0.09 f compared to
the signal, which ranged from —0.44 f'to +0.64 f, and
the correlation coeflicient exceeded 0.86.

The utility of the daily objective ¢ maps for the study
of quasigeostrophic (QG) dynamics was illustrated by
calculations of ageostrophic motion V, [Eq. (17)]} and
vertical stretching dw/dz [Eq. (18)]. The estimates V,
were as large as 20 cm s™!, exceeding the estimated
uncertainty 8(¥,) = 2-3 cm s~!, with approximately
equal contributions from tangential and centripetal
accelerations. Note that this QG technique estimates
V, with considerably less uncertainty than is in V.
We found the ageostrophic departure ratio, & = V,/
V,, to have peak values of 0.2-0.6 during the strong
events. Vertical stretching dw/dz at the 400-m level
was estimated by using the quasigeostrophic vorticity
equation. Extrema for dw/9dz of ~0.08 fto +0.12 f'were
primarily due to vorticity advection, exceeding the un-
certainty 6(dw/dz) = 0.02f. Note that this QG tech-
nique estimates dw/dz with far better accuracy at mid-
latitudes than would result directly from the horizontal
divergence (du/dx + dv/dy). Vertical motion esti-
mated with w = h(Aw/Az), where depth & = —400
m, was similar to the patterns observed in Bower and
Rossby (1989) and Lindstrom and Watts (1994).
Downwelling (minimum w ~ —4.4 mm s™') occurs
downstream of meander crests and upwelling (maxi-
mum w ~ 2.8 mm s~ ') occurs downstream of troughs.
We showed in section 6 that, for this set of observations,
the barotropic velocity Vio contributes only about
10%-20% of the leading terms in Eqgs. (17) and (18);
hence it was neglected.

Overall this work establishes accurate estimates of
V, and {, from our objective maps of geostrophic
streamfunction generated from IES measurements in
the Gulf Stream. Careful error estimates clearly indicate
the ability to diagnose quasigeostrophic motions in the
development of large meanders.
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APPENDIX A
Derivation of Formulas for Error Covariance &

Here, we derive the error covariance expressions on
which all the results using the derivatives of the mapped
streamfunction field (V,, {, and dV,/dt) are based.
We first expand upon the Gauss—Markoff theorem, the
fundamental basis of objective analysis.

For a quantity with true value ¢ and objectively es-
timated value ¢, the error is defined as e = ¢ — ¢. The

KIM AND WATTS

2655
expected value of error covariance between two points
(x,y, ) and (x', y",1")s is

E(x,y, t;x",y",t")y=Ele(x,y,1)e(x",y",1")g]

= E[(¢a— $a)(ds— b5)], (19)

where E is a linear, expected value operator. The es-
timate ¢ is determined at site « as a linear combination
of measurements 7;, with random noise %, at sites j
=1,...,naby

na
¢a = E Waj(Tj + ]Vj)a
Jj=1
where W, are observational weights. Inserting this
expression at sites « and Binto Eq. (19) and expanding
E,

E(x,y, t;x",y',t)

na nb
= E[¢udg] — D WajE[¢67j] -2 WaE[ da7i]
J !
nb na
+ 2 2 WaW(Elrm] + o¥éy). (20)
L

In Eq. (20), E[¢..] is the correlation between the
true values at (x, y, t), and (x',y’,t")s; E[ ¢47;] is the
correlation between the true value at (x’, ¥, ")s and
the jth observation contributing to the estimate ¢, at
(x, ¥, )a; El[7;7/] is the correlation between the jth
observation contributing to the estimate q’) and the /th
observation contributing to the estimate ¢ﬁ, o% is the
noise variance; and ¢;, is a Kronecker delta.

In the case a = 83, Eq. (20) yields an error variance
at (x, ¥, £)a,

G(x,y,t;x,,0)

na ha
= Caa - 2 z WajCaj + Z WﬂiWﬂjqi’
J sk
where the notations are defined as C,., = E[¢¥.), Cu
= E[l//aTJ] and Cj; = E[T,r,] + ¢%;;.
The minimum error variance is shown by the Gauss—
Markoff theorem (Liebelt 1967) to result from

na

Wo:j: zcaiC;la (21)
i
for which the error becomes the familiar result,
E(x, ¥, 1%, 9, 1) = Coa — 2 CyyCii'Coiy - (22)

Jii

where Cj;' is nonnegative definite.
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The error covariance between two optimally inter-
polated points is found by substituting the optimum
weights W,;[Eq. (21)] and Wy = 2 C5Cx/' into Eq.

(20):
E(x,y,1;x",y',1')= Copg— 2 Coi Cjj'Cy;
ij
na nb
- Z CaCilCu+ 2 2 CuiCi'CiCid Car. (23)
i,j Lk

Equations (22) and (23) are the expressions used for
calculating the error propagation.

APPENDIX B

Errors in Ageostrophic Velocity and Vertical
Stretching Estimates

This appendix presents - uncertainty estimates for
ageostrophic velocity V, in Eq. (17), and for vertical
stretching dw/dz in Eq. (18).

a. Ageostrophic velocity

From Eq. (17), uncertainty 6(V,) results from nor-
mal and tangential vector components,

8(Va) = [8*(Vam) + 82 (Va01'2.

The respective uncertainties are

= LT s "y
s = (o5 + (00 %]

211
(AT oo

FLOWV I + CaVa ).
They may be determined by substituting relevant val-
ues for the variables. The errors 6(V,) and 6(dV,/at)
are typically of order 9.6 cm s~ (section 3a) and 5.9
X 1073 cm s72 (Kim 1991), respectively; 6(«) has un-
certainty of 10% of the curvature for “normal” cases
(k <0.01 km™!)and 25% of the curvature for “strong”
events (x > 0.02 km™!).

The estimate dV,/ds comes from centered finite dif-
ferencing (8V,/ds =~ AV,/As)a \/_pacing As = 24 km,
with uncertainty 6(9V,/ds) ~ V24(V,)/2As ~ 0.28
X 1073 s~!. This may be an overestimate, because it
neglects the correlation between V), estimates in a dis-
tance As.

Combining the above, 8(V,,) =~ 2.0 cm s~} [dom-
inated equally by (1/f)8(V,)(dVy/ds) and (1/f)
X V,6(8V,/ds)]. For normal cases 6 (V) ~ 1.2cms™
and for strong events 2.7 cm s~'. The total error for
ageostrophic velocity V, is then 2.3 cm s~! during rel-

and

6(Var) = (25)
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atively straight stream paths and 3.4 cm s~ during high
curvature ageostrophic peaks.

b. Vertical motion

The uncertainty in vertical stretching dw/dz is
equivalent to the error in the total estimate of the rhs
of Eq. (18) in natural coordinates; that is,

{3343+ %)
(AT e

Following the above procedures uncertainties 6( 8¢,/
o) =~ 0 6 X 107 s72 and 6(9§y/ds) ~ 0.2 X 107"
cm™! s7! are obtained respectively for the separations
Ar=24hand As = 28 km, and §(¢;) = 0.76 X 1073
(from section 3b).

We also substituted into Eq (26) typical values of
d¢,/ds = 0.8 X 107" cm™'s 5(V)—96cms !
V,=70cms ' and f= 8.56 X 107> s7!. Altogether,
we estimate the error in vertical stretching 6(dw/dz)
= 1.7 X 107%s~!, which is 0.02f.
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