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ABSTRACT

Calm water towing tank results completed in August 2002 far3am Harley sur-
face effect ship model, a seal-less, twin air cushion, catamdesign, are presented.
Results are extrapolated to 25 and 100 m length scales. &elyaa boundary integral
method is used to solve for fully nonlinear potential flow waesistance of moving
pressure patches. The resulting algebraic system is sabiag a restarted version of
GMRES combined with a fast multipole algorithm. The DirehiNeumann boundary
value problem is solved at each time step using a secona-taglor series approxima-
tion of a mixed Eulerian-Lagrangian time integration. Twiressure patches are used
to approximate the Harley surface effect ship, and compansgth towing tank resis-
tance tests are presented. The wetted surface area andesetamce for each case are

compared to experimentally estimated values.
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PREFACE

Advanced marine vehicles often require unique designs miémy engineering
challanges. These include planing hulls, hydrofoils, andehcraft — each of which
require specific changes to the hull, engines, and equipthahtire not needed for a
pure displacement monohull. Typically the efficiency of ghhspeed ship deteriorates
at low speed. Such a hullform may also have special strucgairements. They may
also have poor seakeeping in high seas.

By combining advantages of a displacement, planing, anthcreffect ships
(SESs), the Harley SES is an attempt to design an efficietfiopta for high speed
sealift. This thesis was born out of an attempt to quantié/gberformance of this SES
during the first stages of construction of a prototype, the2@®2 ft) Gladiusin 2004.
Because the prototype was never completed, very littlemé&bion on the performance
of this design, now a decade old, was published. At presesgarch on the design
has all but stopped, although one may hope that with inangasierest in high speed
ships, the Harley SES could be further developed. This$hesa compilation of the
best physical and numerical experiments and the resultiatysis conducted to date on
the Harley concept.

Manuscript 1 covers experimental results from 2.3 m modektance tests com-
pleted in August 2002 at the Institute for Marine Dynamidd D). The main interest
is in recovering the hydrodynamic drag and quantifying thehton airflow parameters
during the tests. A secondary goal is to explain sensorhglgcand excessive noise
during some of these tests.

Manuscript 2 attempts to explain the hydrodynamic drag oweasduring the
model testing. Using a 3-D fully nonlinear potential flow (FN) wave model and twin
pressure patches appropriate to represent the Harley $E8shions, the wavemak-

ing drag is predicted. While this has not yet been developtala design tool, these



predictions are compared to and help explain the results Manuscript 1.
The appendix contains the towing tank test matrix and phaittse model tests as

well as theGladiusprototype under construction.
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MANUSCRIPT 1

Transport efficiency of the Harley surface effect ship
1.1 Introduction

In recent years there has been broad interest in high spgesd st only for special
purpose military craft, but also for passenger ferries androercial sealift [1]. One of
the most promising hullforms for high speeds is the SurfaifecEShip (SES). This
manuscript details current knowledge about one such vessel

SES designs have been in existance since 1960 [2] and, iedlyeate a more
efficient, specialized version of a hovercraft used foretang over water. SES designs
are among the most efficient vessels at high Froude numbghsawery shallow draft,
the wavemaking drag is low, yet unlike dynamically suppseaft such as hydrofoils,
an SES also has a small wetted surface area (WSA) and therefow friction drag.
The disadvantage is that a SES does require extra powerhtyveigd machinery to
operate the lift fans generating the airflow in the cushiohgically between 10 and
50% of the displacement of an SES is due to payload (e.g.pkandnich is less than
what is typically obtainable for a large cargo ship of arodfdo 80% [3].

A standard SES design consists of a single rectangularyeepsitch, contained
by two slender sidehulls and fore and aft flexible seals [4]isBo-called air cushion
is a region of nearly uniform air pressure which is activetgated by a number of
lift fans. Air leaks out underneath the fore and aft seals. il§Vtine hydrodynamic
resistance of the sidehulls will be higher than that of a hanadt and the hull geometry
is more complicated, the decreased air leakage area cad@fovan increase in overall
efficiency.

Aerostatic lift is potentially one of the most efficient fosmf sealift possible. At
high speeds, skin friction is the greatest source of poweswmpution for a ship. This

has resulted in basic research into how air lubrication @ithter within a hull’'s bound-



ary layer may reduce frictional drag [5, 6]. Hydrostatic dnairodynamic lift (e.g.,
hydroplaning) inherently require the existence of wettedaxe area over which fric-
tion occurs, which means that there is a limit to how muchdifthysically possible for
a given speed and engine power. Aerostatic lift has no suakalkion, since pressure is
applied to the water surface without physically touching flull. At very high speeds,
frictional drag is the dominant form of resistance, and ting the wetted surface area
to the sidehulls and seals is highly advantageous.

Despite these potential advantages, SES hullforms have usssl for only a few
large vessels. This is partly due to the significant dead hteigd power requirements
for the lift fan engines. Often lightweight constructionrequired for SES designs
to be practical. Historically this meant using aluminung(efor the SES-100B [3]),
but more recently high performance composite material® lmen considered. Air
blowers spin at such high speeds that water droplets cae camsage to the fan blades,
and so they are prone to break down. Another factor is the tatp of the skirt or
flexible seal systems featured in most designs; predidiiegtag caused by such seals is
difficult because of their nonlinear response [7]. They wedrand may cause resonant
vibrations in the air cushion. While the cobblestone effettich is an unwanted motion
of an SES caused by a Helmholtz resonance of the air cuslsielh [4], can occur for
any SES, seals can also vibrate themselves, which is a plegrenknown as skirt
bounce [8].

Few seal-less SES designs have been proposed, and themuaptiesign is un-
known. Within a few years of the construction of the first SE&als were added to
reduce air leakage. A traditional SES may have only the sstpf sidehulls, relying
heavily on the forward skirt for smoothly traveling over veay whereas with a seal-
less design, the hull itself must accomodate the possitmfiincoming waves, while

minimizing air leakage areas and without being detrimetatéihe overall performance.



While traditional SESs are understood well enough thatecumesearch focuses on the
more difficult time-dependent cases of seakeeping andcodérol (e.g., by Bertin [9]),
this paper will deal with only the calm water drag prediction a new SES design.
Examples of seal-less SES include the SeaCoaster hullfevel@ped by Don Burg of
Air Ride Inc. of Miami, Florida, and the Russian river crafidwn as Linda from the
Zelenodolsk Shipyard in Russia [1]. Another seal-lessgiets the Harley SES, which

is the focus of the remainder of this paper.

1.1.1 SES history

The SES concept was invented in 1960 by Allen Ford [2]. Simant similar
designs have been proposed which feature lift fans thaspriee the air underneath the
rigid hull of a ship, to create an air cushion that providégq4.g., air cushion vehicles,
captured air bubbles). Each design has a slightly diffenexyt of pressurizing the air
cushions and minimizing air leakage.

Almost immediately, there was a discussion of large scadgn $peed, long range
SES designs [10]. The U.S. Navy conducted an extensiveraspeogram in the 1970s
to develop larger and faster SESs, resulting in severaltgs, most notably the SES-
100A and the SES-100B [3], as well as the XR-1 and the XR-5Nfable air cushion
crafts were also developed in Canada, France, Germanyy JédqgaUnited Kingdom,
and the USSR at that time. While skirt development, paridylin the related air
cushion vehicles, continues today [8], the wavemaking aotidnal drag for a SES are
similar enough that a nearly formulaic design procedurdccba produced from early
SES development [11], depending on design parameters. Wowsdehull designs
have remained fairly simple and some research which didezonadvanced sidehull
designs was classified [4].

In 1979, the U.S. Navy SES devlopment was severely affectezhvthe 3K-SES

project (a 3000 ton, 80-knot design) was canceled. Reséarrchilitary and commer-



cial use since then has mainly been centered in Europe aad Rai instance, there was
a substantial SES development program in Germany [12, i8]Japanese government
fundedHishoin 1994 [1], a 170-m demonstrator aimed at developing a ngWw speed
sealift platform, and the Royal Norweigen Navy commissti&lM Skjoldin 1999, a
SES designed to be a fast patrol cratft.

U.S. Navy SES design research changed in the 1980s, withutfi@c® Ship Con-
tinuing Concept Formulation (CONFORM) Program [14] studyithe surface effect
catamaran (SECAT) concept [15]. The SECAT design was asfigrtivo air cush-
ions placed side-by-side (a catamaran), connected by gibgdtructure. The project
included both theoretical studies into the wavemakingstasce [16, 17], as well as
measurements with a 33-ft prototype that was constructgd [The SECAT required
many fans, not only to pressurize the air cushion, but algoréssurize the seal bags
(used in one type of seal design) [16]. As such, it was muchencomplicated than
the HSC-SES. The advantage of the SECAT over other desighs &ine was that two
high L/B air cushions have much lower wave resistance thangeslow L/B air cush-
ion, while maintaining the roll stability and high strucaliheight. The hard-structure
clearance of a SES can be taken as a rough estimate of thigcsighwave height of the
seas the vessel can handle [15].

This is by no means a complete overview of SES investigatidhgre are many
good references on SES studies, design, and technolodysuliistantial overviews by
Mantle [4] and Yun and Bliault [7]. Numerical studies of mogipressure patch drag
are also a classic problem, which most notably was studidaidayors and Sharma [19].
Currently work is centered more on SES seakeeping from botingerical and experi-

mental side, such as ride control systems for dealing wilctibblestone effect [9].



Figure 1. Harley SES concept hullform, patented 1996.

1.1.2 Harley patent

The Harley SES was proposed by Howard Harley of Harley Stiighing Corpora-
tion (HSC) of Bartow, Florida, and was patented in 1996. TR&HSES, as itis referred
to in this paper, is a catamaran with rigid hulls having twocawvities (i.e., cushions),
each pressurized from airflow inlets at the bow. Each derdiuhe ship consists of a
deep-V bow with a step separating it from the air cushionftddn at the bow which
forces pressurized air into the air cushion, two thin sidishar fins which contain the
air cushion, and an inverted-V transom stern (Fig. 1) [20].

Although HSC built several large scale models, including &ed 65-ft proto-
types and a fast ferry, further development and refinemenhefHarley design has
mainly been conducted by Ocean Dynamics Inc., a former loot&tion of HSC and

Vibtech Inc., of Wickford, Rhode Island. As a result, seversign changes were made



to the relative dimensions of the hull, particularly in reggmto the cushions, since the
initial patent. It is currently thought that the optimal spey between the demihulls is
equal to their width, with air cushions having a length-b€ars) ratio 6.5 and extend-
ing from the SES stern to a point 65% of the way to the bow (68% of the length

overall).

1.1.3 Previous studies

Initial studies were conducted by Howard Harley in the 199€lag over 40 2.3 m
(7.5 ft) composite models being towed on a lake, using a leldameasure total drag.
No airflow measurements were made, but it was noticed thasardome dynamic lift
is included (e.g., deep-V bows for planing lift), the effiooy of the design for large
displacements was limited. This finding may imply that thafthowards the bow needs
to be small enough for the seal-less air cushion to act affigieVarious towing tank
tests were then conducted at Stevens Institute at this.point

In the next phase, 7.9 m (26 ft) and 16.8 m (55 ft) prototypesevieilt in 2001—
2, as well as several small ferries for commercial use. TBenvdesign had a 3.0 m
(10 ft) beam, substantially wider than any later design,r@adhed 27 m/s (52 kts) with
a 115 hp outboard motor and 1724 kg (3800 Ib) displacemerg. 618 m prototype,
with 985 kW (1320 hp) propulsion and a 112 kW (150 hp) blowexcheed 23 m/s
(45 kts) at a displacement of 7.98 tons [21]. The air cushamvered only 50% of the
hulls’ length at this point. The latter craft was later exted to 19.8 m (65 ft) and larger
engines installed, reaching more than 31 m/s (60 kts) dunalg. Unfortunately, since
none of these vessels have the same relative dimensionsfeegeosims), such as the
aspect ratio of the air cushions, it is difficult to assinglabhd compare this information.

Latorre et al. [21] studied a microbubble drag reduction (M8 scheme, both dur-
ing towing tank tests of a 2.3 m HSC-SES model at the NASA/lengeawater tank,

and full-scale trials of the 16.8 m prototype (Fig. 2). ThHiswed that drag reductions of



Figure 2. 16.8 m prototype of the HSC-SES.

5-15% was possible by injecting air bubbles along the siliehThis study also has the
first estimate of wetted surface area (WSA) of the boat atdspdefortunately, scaling
laws appropriate to the physics of microbubble drag redacire not well understood.
Other tests were conducted at SSPA in Sweden, initially B1.4@2], which most
notably included an underwater photograph of the Harleygdesvhich shows the typ-
ical wetted areas of the hull (Fig. 3). The photo also show$abbles that seem to
be entrained at the bow; these could reduce the frictioreed df the hull, even with-
out the active production of air bubbles used by Latorre eAlienstrom et al. (2001)
referred to the design as an Air Lifted Catamaran (ALC), artiélss SES, which they
are independently developing. The most recently publist@tk on this hullform was
conducted by the same research group in 2004 [23]. Despmtedhcess to data on
these hullforms at multiple length scales, their presentadf the physical aspects is
still questionable; they appear to estimate the drag foranwoushions as twice the drag

of one cushion, rather than considering the interactiowéen the two (in fact, they



Figure 3. Underwater view of Harley model during testing 8P& [22].

comment that their wavemaking drag estimate seems too.high)

Other studies focused on applications of the HSC-SES; Isedéwe hullform has a
shallow draft, a full-scale prototype should be able to apph an undeveloped shoreline
(i.e., an adverse port situation) much more easily thaniaaypargo ship. To this effect,
Vibtech proposed using a Rapidly Deployable Causeway By&RDCS) to be stowed
onboard the ship. Both experimental [24] and numerical {5{s were performed on
this design.

Unfortunately, the majority of the tests performed on theC-SES are poorley
documented. Notably the WSA still cannot be clearly estadatand airflow to the
cushions was never precisely measured. The purpose dfaresistests is to determine
the power necessary to achieve desired speed at a giveaaispént, and part of this
power is the power required to produce the airflow to the ashans. If the airflow is
poorly known in either the models or the prototypes, thea tlould result in either too
optimistic or pessimistic estimates of the powering regmients of a full-scale HSC-

SES.



1.1.4 Objectives and Tasks

The most controlled tests so far were conducted at the dstfior Marine Dynam-
ics (IMD, now Institute for Ocean Technology) in 2002. Thegent work is an analysis
of the data obtained during those tests. In particular, daseproper scaling laws, a
procedure is developed to predict the performance of ttdlesHSC-SES prototypes
(Fig. 4, 5). This is motivated because of prototype consitvaan the past few years,
most recently the 25 m (82 fGladius which was partially completed at HSC in 2005
before funding expiredGladiuswas supposed to achieve a speed of 31 m/s (60 kts),
with 3730 kW (5000 hp) installed for propulsion and lift faovering and would have
a total displacement of 60 MT, with a payload fraction of ardlb0%. Gladiuswas
designed to have a height between its keel and the top ofpesrstucture of 4.9 m.

The main problems faced involve dividing the measured t&ste during tests
into wavemaking and frictional drag. While the wavemakimgglof moving pressure
patches is well understood, the exact pressure distribigioot. While frictional drag is
well understood, the WSA was not measured at speed. Othections such as air drag
and momentum drag are also important factors that are disduBecause the WSA was
not measured during the IMD tests, extrapolating the resaltull-scale are made using
crude estimates of wavemaking drag. While more tests witremenlistic parameters
are undoubtably needed to understand the full-scale pedioce of the HSC-SES, this

manuscript covers much of what is quantitatively known.

1.2 Background
SES development so far has been a broad range of full-scsitpdemodel testing,
and theoretical estimates. What follows is a brief summath@theory relevant to the

HSC-SES.



Figure 4. Schematic view of a once proposed 2&ladiusprototype of the HSC-SES.
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Figure 5. Artist’s depiction of possible 50 m HSC-SES.

1.2.1 Resistance components
For practical purposes the total calm water resistance $aa&less SE)T, can

be considered the sum of different resistance components:
Dt =Df +Da+Dm+Dr (1)

whereDk is frictional drag,Da is air drag,Dy is momentum drag, anbR is residual
drag.

For SESs traveling at a given spdgdhrough water of densitp, frictional drag
is estimated using a measurement of the wetted surface\&®A)( Sy, and using the

ITTC-1957 model-ship correlation line [26] to determine frictional drag coefficient,

Cr:

1 2
Dr = ECF pSwU (2)

0.075
Cr= > 3
i (log;oRa —2)? )

UL

Ro=— " (4)

whereR, is the Reynolds number, dependentldnthe waterline length of the ship,

Lw, and the viscosity of the water,
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Air drag is ideally estimated from the air drag coefficigdf, and cross-sectional

area,Sy, as
1 2
Da = ECApaSAU (5)

wherep; is the air density, but often, especially in towing tank meaments, this needs
to be measured directly, instead. Measuring the air dragbeattone in a wind tunnel,
but another typical, but less accurate, procedure is tohewtodel while lifted slightly
out of the water, and then measuring the so-called tow force.

Momentum drag is caused by the lift fans on an SES; momentumpiarted onto
the air that is forced into the air cushions by bringing theexpof that air to the same

speed as the ship. For a given fan inlet are&;afith airflow Q, this is equal to:
Dm = QAU (6)

though in some cases this drag is offset by the fact that tisesiesimilar momentum
thrust caused by air leaking from the air cushions. For maeeks, this too can be
measured, since the fan setup could be entirely differemt ithwould be on an intended
ship design.

After subtracting these drag components from the total,dregresidual drag (e.g.,
wavemaking drag, form drag) is dependent on the water'sseigenerated by the mov-

ing ship, which in turn is dependent on the nondimensionaliée number

U
= VOLw 7

Full-scale ship resistance for a given Froude number caxtoepolated by choosing a

geometrically similar model (i.e., a geosim) and seeingtwinadrag is for that model
at the same Froude number. For a length scale fa¢tdfSA scales aa?, speeds scale
asA®3 etc. (Table 1). Then, after separately computing theiémet, aerodynamic, and

momentum drags for the full-scale ship, the residual rasce Froude scales as well, as

12



Quantity Scale Quantity Scale

Length A Power A3°
Speed A%®  Displacement A3
Area A2 Force A3
Pressure A Airflow  A2°

Table 1. Scale factors in terms of length scale,

A3. The resistance must be split up into its separate compsyieetause the frictional
drag is affected by the Reynolds number, and the aerodyreamdicmomentum drags can
be entirely different for a model, because often the shiggstpucture is not reproduced
at model scale for convenience.

Because residual resistance for an SES is almost entirelyodwavemaking resis-
tance, and nearly all of this wavemaking resistance is dtieetonoving pressure patch
(due to the pressurized air cushions), wavemaking resisteauused by moving pressure
patches has been extensively studied (e.g., Doctors anch&ha9], Tuck et al. [27]).
There has been some study of twin cushion wave resistanaeelbfl6]. Note that
wavemaking resistance is greatest at the so-called wavagilakkmp, at a length Froude
number typically between 0.5 and 1.0.

While ship geometry and drag forces can be extrapolated inoersize to another,
the center of gravity (i.e., Icg) is also important. Notibattbecause the air and momen-
tum resistances can be vastly different for a model as oplmsa full-scale prototype,
the trim angle is actually the variable which is constanieein the two cases, and the
effective Icg can be different than the actual, dependinthermoments imposed on the
model (e.g., a model with large air drag could have a larger @angle than a prototype
with a streamlined superstructure for the same Icg; the taolevhave different effec-
tive Icgs). Similar things are important for full-scaleteas well, such as the location

and angle of the propulsion system.
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Figure 6. Diagram of SES cushion leakage.

1.2.2 Cushion airflow

While there have been several theories concerning air ¢gakkam different types
of air cushion vehicles [4], generally the steady-statéoarwithin an air cushion is
rather simple; Bernoulli's equation can be used to find tHaticnship between the
cushion pressure, airflow, and leakage area.

Using Bernoulli's equation, it is very important to note thiference between total,
static, and dynamic pressure. Ignoring frictional losseki¢h is not always a valid
assumption), the total pressumg, within a cushion is constant and is the sum of the

static and dynamic pressures:
1
P=ps+5PaV ®)

whereps is the static pressure at a given point, anslthe air velocity at the same point;
%psz is the dynamic pressure. So if airfla@is provided to an air cushion through an
inlet of areaA;, the total pressure is given by

?
?

whereps is the static pressure in the air cushion inlet (Fig. 6).

1
P=Ps+5Pa 9

A result of this, knowing that the static pressure outsidarofir cushion is zero

(compared to atmospheric pressure), the airflow is given by

Q=cpAL \/% (10)
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Figure 7. View of CAD drawing of HSC-SES demihull stern; nategap.

wherecp is a discharge coefficient [28], arid is a leakage area. This discharge co-
efficient is required as a correction because the air leaaimgpening such as an SES
cushion will typically contract, so the effective leakageais less than provided by a
geometric calculation (e.g., air gap height times lengtbealls around air cushion). The
discharge coefficient is thus some number between zero and-on a typical SES, this
discharge coefficient is 0.6. For a more streamlined flow tileeflow out the stern of
the HSC-SES, a discharge coefficient closer to 1.0 would peatrd (Fig. 7). It would
be more difficult to estimate a discharge coefficient or lgakarea for the bow (Fig. 8).

There are a number of other ways to define the important paessneoncerning
airflow within the cushions; sometimes the cushion deniitg (atio of the total cush-
ion pressure to cushion length) is used; other times the flmeificient, Q/U &, for a
cushion are&c.

Because the leakage area has a generally unknown and vaglingy the nondi-

mensional airflow coefficient is instead based on the cushrea,S:. The airflow
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Figure 8. View of CAD drawing of HSC-SES demihull bow; notegaps on both sides.

coefficient,

-9
S/2P/pa

is a function of the cushion are&;, andP, the cushion total pressure. For an SES on

(11)

calm Water,Q_is typically between 0.005 and 0.010, and preliminary destgpuld start
by assuming thaﬁis 0.005 [7].
Notice that for steady-state airflow, cushion parameteosidfe scale. However,

many aspects of air cushion dynamics do not Froude scale ¢ashion stiffness) [28].

1.2.3 Comparing ship performance
In order to then compare the performance of different shepapndimensional
parameter known as the transport factor or transport affigier, is used:

_wu

- (12)

whereW is the displacement of the vessel, & the total power used by the vehicle.

This is also known as the effective lift-to-drag ratio, besa when neglecting power
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loss due to the engine, transmission, and propulsion systeyare equivalent. For an
SES, though, power consumption is not only due to the prapuks/stempPp, but also

because of the lift fan$) :

WU
P+ PR

er (13)

While supplying more airflow to the cushions of an SES will @& decrease drag,
eventually the added power required for the lift fans will inere than the decrease
in propulsion power; there is an optimum amount of airflow,iclihwas mentioned
previously.

The most notable study of the relationship transport effiyeversus speed for
all vehicles was published by von Karman and Gabrielli ()9&@karman50. Most
displacement ships operate at high transport efficienioetsjeen 10 and 100 (or higher,
for large cargo ships), at Froude numbers below 1.0 [3].iRtgnulls are more efficient
at higher speeds, but operate at lower transport efficisnbietween 1 and 10. SES
hullforms tend to achieve transport efficiencies betweendb1d at these same speeds.

There have been studies of the performance of state-adtthghips. Typically
these focus on the relationship between the transportegifigiand the volume Froude

number, which depends on the ship displacement insteadgite

U
/gOi/3

where[J is the ship volume. Tests so far for the HSC-SES have focuseeblume

Fo= (14)

Froude numbers between 3 and 4, corresponding roughly te-ctdhe-art transport
efficiencies between 25 and 15, respectively [1].
The transport efficiency of a craft is directly proportiotaits rangeR, a relation

known from classical physics as the Breguet range equa2i@n |

R:ilog

; (15)

W — \Nfuel

17



where f is the specific fuel consumption of the engine, &g is the displacement
of the ship due to the fuel consumed. The projected near-sgecific fuel con-
sumption for a medium-speed diesel engine is 0.18 kg/(KWhe9 Ibf/(hp-hr)) or
4.80x10°2 km~1 [30]; current engines, depending on the load conditions)ccbe

slightly higher.

1.3 Methods

The IMD towing tank test data mainly was used for analyzirgy¢hanges in hy-
drodynamic drag with increasing cushion airflow. Crudemeates of WSA were used
to extrapolate performance to larger scales. Secondatysasaconsisted of analyzing

the magnitude of the oscillations in the pressure measuithahvthe cushions.

1.3.1 Tank setup

A 2.3 m HSC-SES model (Fig. 9) was used for towing tank testiseaClearwater
tank of IMD, which has a total length of 200 m, a 12 m width, and m water depth
(Fig. 10). The air blower was positioned on the tow carriagg ar ducts connected the
air blower to the air cushion inlets on the model (Fig. 11)e imodel was free to heave,
pitch and roll.

The Clearwater tank is a freshwater tank; while the watemptsature was not
recorded, it is assumed to be 15 degrees Celsius. The tamkiied to a top speed of
9 m/s and tow forces o250 N. No turbulence stimulation was used, but for nearly alll
tests, the Reynolds number was greater thad® (the slowests tests at 2 and 4 m/s
corresponded to Reynolds numbers ofs216° and 5.2<1(P, respectively). While the
waterline length (which determines the Reynolds numberthod the frictional drag
coefficient) was not measured directly, observations atéit that it is roughly equal to
the length of the air cushions, or 1.5 m, 65% of the lengthall.er

The depth of a towing tank becomes significant (i.e., deef@massumption be-

18



Figure 9. Towing tank setup. Note the tubing for airflow frdme tarriage.

comes invalid) for speeds around and above the criticaldspggh, whereh is the
water depth, which is 8.3 m/s. Nondimensionally, the aiitgpeed is reached when the
depth Froude numbeffy =U //gh, is 1.0.

The test matrix was principally focused on measuring rasts at test speeds of
2,4, 6,8, and 9 m/s, displacements of 29, 36, and 45 kg, aed thfferent fan speeds
(2400, 3000, and 4140 rpm). Because of the pressure lossen thie air ducts between
the air blower and air cushions, these fan speeds corresddndear-constant airflow
conditions of 0.28, 0.36, and 0.53%*fa. Airflow was determined by using fan vendor
data and the average measured fan outlet pressure. Thaadisgnt was set with lead
weights, and the Icg of the model was set to approximatelyi 7834 in.) from the stern
for all tests considered in this manuscript.

Three types of test runs were conducted: tests at zero fdre@eed with the air

blower running at different speeds (RPM tests) to undedstia® momentum drag of the
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Figure 10. Schematic of tow setup at IMD; model was free tovégaitch, and roll.

model setup (Fig. 12), resistance tests with the air blowening and at various speeds
and displacements, and air drag tests with the model towedtdl® cm (4 in.) above

the water surface.

1.3.2 Model setup

The 2.3 m HSC-SES model had a beam of 75 cm and was instrumerttted
variety of pressure sensors to measure the air pressura thidiair cushions and the
air cushion inlets, a high frequency acoustic range finden¢asure the air gap within
the starboard air cushion at one point, and acceleromeiemsetisure the surge and
heave accelerations at the tow point (Fig. 14). All sensaewecorded at a sampling
frequency of 50 Hz. Video cameras observing the sidehullewaable to provide
useful information about the WSA of the model (Fig. 15).

Each cushion was 1.5 m long and roughly 23 cm wide (Fig. 13fheacushion

areaS; was 0.68 m. The cushion inlets which attached to the air ducts were .8
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Figure 11. Air blower used for IMD tests.
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Figure 12. View of an RPM test, with air ducts attached fromwerd side.
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L=149cm
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LWL%L S3:2LB

LOA =229 cm

Figure 13. Schematic of air cushion dimensions on the 2.3 r@18ES model; the
length of each air cushion is 149 cm with a beam of 23 cm; thars¢ipn between the
two air cushions is approximately 23 cm. The waterline langgy, is slightly greater
than the length of the cushions. The cushion area is thennd’68

diameter, and at an angle®3fom horizontal. The height of the cushion above the keel
was 18 cm. The leakage area between the sidehulls is apmat®tin23 cm across, and
2.5 and 3 cm higher than the keel at the stern and bow (Fig. 3iB¢e the cross-section
the airflow leaks from is roughly triangular, the maximum gibke leakage areas at the
bow and stern are approximately 0.006 and 0.007 A, respectively. This results
in a maximum possible leakage area of approximately 0.033vithout air leaking
underneath the keels of the sidehulls.

For the tests at IMD, the pressure sensors were installedilipglsmall pressure
ports in the air cushions and running small diameter tubmognfthese ports to the
sensors, contained separately. The sensors then meakardifference in pressure
between the air cushion at the specific pressure port andutisede air; because they
were differential sensors, this data was tared using thegeaecorded pressures when
the fans were off and the model was not moving. As seen in atioelies by the David
Taylor Naval Ship R&D Center [31], pressure sensors instialh such a manner (as

opposed to flush-mount pressure transducers) can hawestdsure errors on the order
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Figure 14. Top view of sensor locations on the HSC-SES mdd#[; static pressure
Sensorya, Po, Pc, andpyg measured air pressures within the cushions, whgreasea-

sured the pressure in the port cushion air inlet. The rangeifimeasured the air g&p

in the starboard cushion 107 cm from the stern.

of 100 Pa due to water accumulating in the tubing. This typerodr did not permit

accurate measurements of average pressures within thersiébr much of the testing.

1.4 Results

Results are divided up into RPM, air drag, and resistands.tes

1.4.1 RPMtests

Seven different RPM tests were conducted for differentldsgments and Icgs.
The results for a displacement of 29 kg, are presented hefesignificant vibration
was present for much of the test, except for the lowest fardspsed (1200 rpm). The
distinguishing feature of this low fan speed is that theltptassure applied to the air
cushions was not sufficient to force air out from undernelaghatir cushions. From the
video recordings of the tests, waves can be seen in the RR¢nesing aft, where air

leaks out the sides of the cushions in gusts.
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Figure 15. Camera views around the hull during testing at i(MBw towards stern, top
left; outside view, top right; view from cushion inlet, both left; between demihulls,
bottom right).
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Figure 16. Comparison of measured momentum drag, meargsstadeviation, and
95% confidence interval for the mean, with theoretical. Nb&t the airflow in the tests
was either 0.28, 0.36, or 0.53%=.

The momentum drag measured during a RPM test is caused byftbe/ &) mov-

ing through air ducts of cross-sectidnchanging speed to come to rest:

2
D = —pa%. (16)

The measured results can be compared to this relationsigipl®). Clearly, there is a
substantial vibration as seen in the standard deviationeofteasured momentum drag,
and as mentioned earlier. For moderate airflows less tham®s3 the measured and
theoretical results agree; for higher airflow, the deviai®likely due to excess airflow
being forced forward out of the air cushions. Because it Wweseoved that steady air
leakage only happened from the bow, and not from the stesdiffierence is probably

not important for resistance tests.
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Figure 17. Tow force measured during air drag tests; meangdatd deviation, and
95% confidence interval for mean compared to curve-fit of 3@ross-sectional area.
Because the mean of the measured air drag closely followsdragtic fit with speed,
the results seem credible.

1.4.2 Airdrag tests

Air drag was measured by raising the model slightly out oftlager and measuring
the drag force when towed. The mean results vary with thersgfahe velocity, which
is expected for a turbulent resistance measurement (Fjg. Bibm (5), an effective
cross-sectional are&€aSa of 0.30 n? can be estimated for the model using a least-
squares fit to the data.

The large standard deviation for the air drag measuremsntsst likely due to
vibration of the tow carriage. The tow carriage is designeaneasure forces over
a range of+350 N range with a model hull in the water, so small vibratioreuld

probably be damped, as compared to air drag measuremeutsldd N. This vibration
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Figure 18. Tow carriage speed measured during an 8 m/s @mdeasurement. Notice
the high frequency vibrations.

can be seen in the measurement of the tow carriage speed 8Fig.

1.4.3 Resistance tests

Drag measured in resistance tests (Table 2) were corretabte(3) for momentum
and air drag using (1), and cushion inlet pressures wereurezhéTable 4). Correction
factors used momentum drag calculations, (16) (i.e., 5.59.B0 N, and 19.9 N for
2400, 3000, and 4140 RPM tests), and air drag estimates 1iF)g. Notice that the
corrected drag does not always decrease with increasifigvgithis could be due to
a fault in how momentum drag is corrected, or it could simpdydue to changes in
WSA. Often, the air gap within the cushion detected by thgedinder decreased with
increasing airflow (Table 7).

The trim angle and draft of the model (Fig. 19) was recordedefch test (Ta-
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Table 2. Averaged (and tared) drag measurements (N).

W(N) RPM 2(m/s) 4(m/s) 6(m/s) 8(m/s) 9 (m/s)

4140 1345 32.09 4370 47.33 50.97
445 3000 1952 35,80 49.65 55.40 60.35
2400 20.95 39.83 58.73 69.00
4140 20.39 30.32 39.57

356 3000 2469 37.56 45.60
2400 26.69 43.32 54.78
4140 1.41 13.67 2342 3399 5216
289 3000 17.26 32.34 40.24
2400 19.64 36.43 47.27
Table 3. Corrected mean drag measurements (N).
W(N) RPM 2(m/s) 4(m/s) 6(m/s) 8(m/s) 9 (m/s)
4140 32.28 48.64 56.83 54.67 55.03
445 3000 27.60 41.60 52.04 5199 53.67
2400 25.39 4199 5748 61.96
4140 36.94 43.46 46.91
356 3000 30.49 39.95 42.19
2400 28.85 42.08 47.74
4140 20.24 30.21 36.56 41.33 56.22
289 3000 23.05 34.73 36.84
2400 21.80 35.19 40.22
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Table 4. Selected inlet pressure measurements (in Pascals)

W(N) RPM 2(m/s) 4(m/s) 6(m/s) 8(m/s) 9 (m/s)

4140 3894 4374 578.9 4844 454.1
445 3000 452.1 4828 6054 560.9 534.3
2400 468.5 508.4 6143 ©606.4

4140 344.4 4324 340.2

356 3000 392.0 466.5 4143

2400 400.9 461.0 446.6
4140 2320 2746 3315 2275 216.8

289 3000 3165 367.8 305.3

2400 340.1 3753 357.7

U tow point

free surface

Figure 19. Definition of trim anglég, and draft at tow pointp.

bles 5,6). As well, the range finder data (Table 7), thoughetiones erratic (e.qg.,
Fig. 20), was corrected to measure the change in water sungght within the cushion
below the range finder (Table 8).

At no point in the resistance tests were all pressures sengtrin the cushions
(i.e., Pa, Po, Pc, Pg) functioning properly. This can be seen most readily with@icate
of test runs at 45 kg, 9 m/s, and 4140 RPM (Table 9). For eachuas a reference
pressure was recorded some time before the test, and thareage pressure during

the test was recorded. Because the pressure sensors usatifieeential, the reference
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Table 5. Selected trim measurements (in degrees).

W(N) RPM 2(m/s) 4(m/s) 6(m/s) 8(m/s) 9 (m/s)

4140 0.85 1.62 1.63 1.22 1.25
445 3000 1.02 1.66 1.38 1.04 1.20
2400 1.03 1.78 1.47 1.10

4140 0.80 0.82 0.98
356 3000 0.95 0.77 0.93

2400 0.96 0.79 0.75

4140  -0.30 0.10 0.17 0.71 1.07
289 3000 0.18 0.14 0.63

2400 0.29 0.28 0.49

Table 6. Selected draft (at tow point) measurements (in mm).

W(N) RPM 2(m/s) 4(m/s) 6(m/s) 8(m/s) 9 (m/s)

4140 4986 23.06 11.00 15.60 11.21
445 3000 50.30 23.13 18.72 18.26 12.10
2400 49.88 23.85 20.20 24.19

4140 2231 1826 1271
356 3000 23.68 19.08 14.30

2400 2426 19.68 20.74

4140 4339 26.99 18.15 11.12 4.38
289 3000 25,59 2291 14.67

2400 26.10 22.21 19.583

31



Table 7. Difference in air cushion gap (mm) underneath rdimgier between trial runs
and at rest. Faulty measurements are marked as N/A.

W (N) RPM 2(m/s) 4(m/s) 6(m/s) 8(m/s) 9 (m/s)

4140 73.8 66.0 58.3 52.8 53.6
445 3000 82.7 68.1 68.3 63.0 55.3
2400 83.3 68.6 60.2 N/A

4140 54.0 50.9 43.2
356 3000 58.2 56.8 47.2
2400 60.1 58.4 50.0
4140 N/A N/A N/A N/A N/A
289 3000 N/A N/A N/A
2400 N/A N/A N/A
220 T T T T T T T T
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Figure 20. Faulty range finder measurement during 29 kg, 63060 RPM test, possi-
bly due to water spray within the air cushion. Note that ashsan height over keel is
18 cm.
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Table 8. Changes in free-surface elevation within the ahmn underneath the range

finder (mm). Faulty measurements are marked as N/A.

W(N) RPM 2(m/s) 4(m/s) 6(m/s) 8(m/s) 9 (m/s)

4140 -48.1 -235 -4.9 0.5 5.0
445 3000 -59.5 -241  -183 -8.8 3.1

2400 -599 -271  -155 N/A

4140 -11.9 -4.7 4.6
356 3000 -18.2  -10.5 -0.2

2400 -21.7  -13.9 -5.7

4140 N/A N/A N/A 6.3 N/A
289 3000 N/A N/A N/A

2400 N/A N/A N/A

Table 9. Mean pressures (in Pa) tared records (and refevaheoe) for resistance tests
at 45 kg, 9 m/s, and 4140 RPM. The difference between the satuthe measured
pressure. Notice the inconsistencies between the test®vam the reference values.

Pa Pob Pc Pd

2.534 (-1935.) 48.28 (-2314.) 1204. (-2125.)  796.2 (-2459.
-4.988 (-1934.) 1175. (-2407.) 1369.3 (-2476.) 1231.5G2)
93.98 (-1913.) 1042. (-2396.) 865.5(-1967.) 824.6 (-2)L15.

reading was not zero, and the difference (or tared valu@jd®t the pressure measured
during the test and the reference value was the actual asre in the cushion.

Similar to the RPM tests and air drag tests, the standardtieniof the recorded
tow force during resistance tests was significant for aliste3his could be due to a
number of things (e.g., instabilities of high airflow flowitlgough the cushions, oscil-
lations within the air ducts, porpoising). This noise does mappen at larger scales,
apparently, since the oscillations have never been obderverototypes while moving.
One early test (with an unrecorded weight), at 1.5 m/s an® F§@M (0.23 ni/s) was

run at speed both with and without the air blower turned oml, te results demon-
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Figure 21. Tow carriage speed (m/s), fan speed (RPM), tow forc®feas N), trim
(8, ©), and draft (o, mm) for 1.5 m/s, 1800 RPM (0.233ts) test. Notice the lack of
vibrations when the air blower is off, even when the model aimg.

strate that the vibration present in the tow force measunémealirectly related to the
air blower (Fig. 21). Because the vibration is only presehemwthe air blower is on,
it is possible that the air blower itself is causing the towiege to shake, but it is not
possible to form a conclusion with the available data. Ntste®re run with the blower
on and the HSC-SES model out of the water (e.g., to see if tisen® caused by an
airflow instability), and the sampling frequency of the &fle data (50 Hz) is not high

enough to separate possible sources (e.g., fan rotatera@iustic resonance).

1.5 Discussion
A few observations can be made about the results. The effétte finite depth

of the towing tank are first considered, which is sometimesrgortant consideration
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Figure 22. Hypothesized bow wave caused by supercritical¢anditions.

in high speed tests. Then the wavemaking drag is estimatetharpower requirements

for a prototype vessel are extrapolated from the availabia.d

1.5.1 Shallow water effects

The critical speed for the towing tank at IMD was 8.3 m/s. Td@a have a number
of effects (e.g., changes in surface wave pattern, shipforpesults at speeds near the
critical speed. While it is not possible to tell from the liewl dataset whether there is
an effect on the overall resistance, a few effects are nagdhat do seem related to the
critical speed.

For several of the resistance tests, the wake measurechwit@iair cushions is
raised with respect to the undisturbed free-surface (T@pléAt high Froude number,
though, the slope of the wake within the air cushion is neeolystant, and this slope
corresponds to wavemaking drag. A raised wake would suggbstr a negative wave-
making drag, which never happens at steady-state, or thavdker surface is raised at
the leading edge of the air cushion (Fig. 22).

Because the raised surface only happens at high speed oainfiighv, it is likely
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related to a high differential speed between the air andrw&percritical conditions
could be the cause. It is not possible with the limited infation available, though,
to determine the airflow conditions required to create tloiw lwvave. Notice also that
when this bow wave is formed, the normal trends of the HSC-B&&vior, such as
decreasing trim angle with increasing airflow, are reve(3able 5).

Consider, for instance, the 8 m/s, 36 kg (356 N) displacerdatd (Tables 6,8).
While the wake varies from -5.7 mm to +4.6 mm (a difference@BImm), the draft at
the bow decreases from 20.7 mm to 12.7 mm (a difference of &, mssentially, the
free-surface slope within the air cushions changes litile:,the free-surface elevation

rises.

1.5.2 Wavemaking drag
By using the measured free-surface, it is possible to etitha wavemaking drag
of the resistance tests at high Froude number, by assumiogsiant slope within the

air cushions:

Dw = ~W22 (17)

Xr f

whereARis the wake measured from the range finder,»ands the distance between the
start of the cushion and the range finder, or 42 cm (Fig. 23jaBge of issues with high
airflow, only the lowest airflow and highest displacementstase used to determine the
wavemaking drag (Table 10). Unfortunately, the 2 m/s dataria low Froude number
(0.52), and the 9 m/s data did not provide an accurate readitige wake within the air
cushion.

Assuming all residual drag is due to wavemaking, the WSAes tsimple to com-
pute from (1) (Table 1.5.2):

Sy — Dmeas— Dm — Da — Dw
%[:)CfU2 .

(18)
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Figure 23. Schematic of free-surface caused by HSC-SESighapeedU; AR s the
change in free-surface elevation.

Table 10. Estimated wavemaking drag (N) for 445 N displacertests. Clearly addi-
tional data would be useful.

U (m/s) 4 6 8
Dw (N) 28.7 16.4 9.3

In order to also handle other displacements (i.e., the 3&28nkp tests), an additional
assumption is required. If linear free-surface boundaryddmns are also assumed,
then changes in free-surface slope and free-surface peasglscale with displacement
(i.e., wavemaking drag scales with the square of displanéme

Notice that these estimates give WSA similar to the cushiea & = 0.68 n?).
Therefore the minimization of WSA provided by an SES hull sty negated by being

a catamaran.

1.5.3 Prototype extrapolation

The Gladiuswas a proposed 25 m prototype, which was supposed to be atotal
60 MT, travel at 31 m/s (60 kts), and was powered by 2984 kW @441) of propulsion
power and 746 kW (1000 hp) of lift power. Because of the sladtdgnge in WSA with
increasing cushion airflow (Table 1.5.2), the lowest airfmmditions measured are the

most efficient.
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Table 11. WSA () estimates for selected tests.

W (N) RPM 4(m/s) 6 (m/s) 8 (m/s)

4140 0.65 0.64 0.42
445 3000 0.42 0.56 0.40
2400 0.43 0.63 0.49

4140 0.61 0.52 0.38
356 3000 0.40 0.46 0.34
2400 0.34 0.50 0.39

4140 0.59 0.47 0.35
289 3000 0.36 0.44 0.31
2400 0.32 0.44 0.34

Table 12. Estimated power requirements of @ladius

U (m/s) Dr(kN) Dr (kN) Da(kN) Dwm (kN) Pp (kW) R (kW)

13. 37.5 9.44 1.28 3.13 954. 1142.
20. 21.4 30.7 2.88 4.82 1709. 1325.
26. 12.2 38.9 5.12 6.26 2321. 1311.

Combining the components of drag, and assuming an efficieh@p%, a resis-
tance extrapolation can be computed (Table 12). An air daafficient of 0.3 is as-
sumed due to the fine lines of the superstructure.

While this drag extrapolation is based on a number of counjestthat cannot be
proven without more study, it certainly seems plausibldé tha performance of the
prototype would have met expectations had it been builtaBiethe fan power needs
to be decreased, and there will be a corresponding incrage®pulsion power. Note

that for the 26 m/s case, the transport efficiency is 4.2.

1.6 Summary

Ships are supported through some combination of hydrostatdrodynamic, aero-

dynamic, or aerostatic lift. The most efficient of these fghhFroude numbers is the
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aerostatic lift. In order to limit wavemaking drag of an aistiion vehicle, a high length-
to-breadth vessel is required. Since the center of gravitygh on a SES because much
of the mass is above the air cushion, this limits the stgtlithe hull. In order to retain
lateral stability, a twin-cushion design is required.

Typical SESs have had flexible seals fore and aft, but thisoemome inherently
complicated, especially for a twin-cushion design. Desplaims that this is a new
technology, in the first years of SES development, similaftavere built. While seal-
less designs were abandoned for a low L/B vessel, a high L&3eléhas a smaller
leakage area, so the lack of flexible seals is less of a concern

This line of reasoning has resulted in the HSC-SES. Usinpdsé scale model re-
sistance tests available, it appears that wavemaking didgpiendent mainly on weight
and speed, not airflow, and that the WSA is a function of oniywlavemaking drag and
trim; the trim, in turn, is a function of airflow.

By adjusting the hullform, or adding control surfaces to bHutom of the hull,
WSA and leakage area could both be decreased further, kaiingxtests suggest that
the design is feasible. Higher design speeds for the HSCZB&8mited by the large
WSA expected for such a seal-less twin-cushion design. Glaltaft advantage of an
SES over other hullforms, however, remains true.

The most credible quantitative results of the HSC-SES wenelgcted at IMD in
2002 with a 2.3 m model. These results were evaluated in thisuscript. Near the
critical speed of the tank, it seems likely a bow wave is posdli More importantly, re-
sistance estimates are made at a variety of speeds andceisy@ats. Because the wetted
surface area of the model was not measured, extrapolagnmgistance measurements
to full-scale required a crude estimate of wavemaking drgthis manuscript, this
estimate was made using range finder measurements of thsuirfaee within the air

cushions. An alternative estimate of wavemaking drag cbeldhade using a numeri-
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cal model. The utility of these results is questionable beeahe airflow used during
the model-scale tests was unrealistically high, but theadpower requirements of a
HSC-SES should be good enough for an order-of-magnitudeast

Future model testing should use less airflow and have a hggimepling frequency;
the air blowers were overpowered in the IMD tests, resulitindata that may not actu-
ally correspond to ideal test conditions, and the reson&taqaencies of the air cushions
were much higher than the sampling frequency. Also, thdtseare strongly dependent
on how the model-scale momentum drag is computed.

Because the skin friction drag depends on the trim angle artdwing tank data
exists to conjecture the behavior of the HSC-SES in wavesn'it clear how well the
design would fare on the open ocean. Historically, thoughilar designs have been
considered for transoceanic service, and the HSC-SES beudditable if built at large
scales. To develop the design further, additional testetatinodel- and full-scales must

be conducted.

List of References

[1] C. B. McKesson, “Hull form and propulsor technology fdgh speed sealift,” in
High-Speed Sealift Technology WorkshopCenter for the Commercial Deploy-
ment of Transportation Technology, 1998.

[2] E. Butler, “The surface effect shipNaval Engineers Journalol. 97, pp. 200—
260, 1985.

[3] P. Mantle, “Development of the USN surface effect shigSS100B,’Naval Engi-
neers Journglvol. 85, no. 5, pp. 6577, October 1973.

[4] P. Mantle,Air cushion craft developmentDavid Taylor Naval Ship Research and
Development Center, 1980, no. 80/012.

[5] N. Madavan, S. Deutsch, and C. Merkle, “Reduction of tebt skin friction by
microbubbles,Physics of Fluidsvol. 27, no. 2, pp. 356—363, February 1984.

[6] H. Legner, “A simple model for gas bubble drag reductioRhysics of Fluids
vol. 27, no. 12, pp. 2788-2790, December 1984.

40



[7] L. Yun and A. Bliault, Theory and design of air cushion craft John Wiley and
Sons, 1999.

[8] J. Chung, “Skirt-material damping effects on heave dyita of an air-cushion-
vehicle bag-and-finger skirtCanadian Aeronautics and Space Journall. 48,
no. 3, pp. 201-212, 2002.

[9] D. Bertin, S. Bittanti, and S. Savaresi, “Decoupled gasltontrol in ride control
systems for air cushion catamaran€bntrol Engineering Practicevol. 8, pp.
191-203, 2000.

[10] A. Skolnick, “Transoceanic surface effect ships,HAroceedings of the Institute of
Electrical and Electronics Enginegrgol. 56, no. 4, 1968, pp. 700-712.

[11] “The surface effect ship: advanced design and teclyyjl®repared for the Sur-
face Effect Ship Program Office, PM-17, 1974.

[12] K.Knupfferand J.C. Frambourg and J.C. Lewthwaite &l AdamsThe Federal
Republic of Germany'’s fast test craft American Institute of Aeronautics and
Astronautics, 1989, no. 89-1471-CP.

[13] J. Wessel, “Review on German SES developments and thergment funded
R+D programme SUS C,” iRroceedings of the International Conference on Fast
Sea Transportation (FAST 1995pl. 12, 1995, pp. 917-930.

[14] M. Bebar and D. Liberatord).S. Navy high performance ship concept formula-
tion. American Institute of Aeronautics and Astronautics, 1988 626.

[15] F. Wilson, P. Viars, and J. AdamBeasibility design for a surface effect catamaran
corvette escort American Institute of Aeronautics and Astronautics, 1983
619.

[16] F. Wilson and P. ViarsThe surface effect catamaran - a sea capable small. ship
American Institute of Aeronautics and Astronautics, 1981.,2076.

[17] F. Wilson, P. Viars, and J. Adams, “Surface effect catean — progress in concept
assessmentRaval Engineering Journalol. 95, no. 3, pp. 301-311, May 1983.

[18] J. Durkin and N. ParaskevaByogress in the development of the surface effect
catamaran (SECAT) American Institute for Aeronautics and Astronautics, 8,98
no. 2364.

[19] L. Doctors and S. Sharma, “The wave resistance of aouwshion vehicle in steady
and accelerated motionJournal of Ship Researchol. 16, pp. 248-260, 1972.

[20] H. Harley, “Surface effect vessel hull,” U.S. Patent/®%50, 1996.

41



[21] R. Latorre, A. Miller, and R. Philips, “Micro-bubble sestance reduction for high
speed craft,’Society of Naval Architects and Marine Engineers Transadivol.
110, pp. 259-277, 2002.

[22] B. Allenstrom and H. Liljenberg and U. Tudem, “An aftéd catamaran — hydro-
dynamical aspects,” imternational Conference of Fast Sea Transportation (FAST
2001) Southampton, UK: Royal Institution of Naval Architectgp® 2001.

[23] U. Tudem, A. Eilertsen, J. G. Eide, H. Liljenberg, and Mndholm, “Design
development of 24 m air supported vessel (ASV) catamararodstrator, suitable
for fast passenger ferries and various naval / paramiliglications,” inHigh
Speed Craft: Design & Operation London, UK: Royal Institution of Naval
Architects, 2004.

[24] A.Bengstonlaboratory experiments to determine the dynamic respoihsslaip-
to-shore causeway systemMaster’s thesis, University of Rhode Island, 2001.

[25] M. Shultz, Simulation of a ship-to-shore causeway system in wavedaster’s
thesis, University of Rhode Island, 2005.

[26] “Testing and extrapolation methods high speed marelgcles resistance test,”
International Towing Tank Conference Recommended Proesdi5-02-05-01,
2002.

[27] E. Tuck, D. Scullen, and L. Lazauskas, “Wave patterng amnimum wave re-
sistance for high-speed vessels,Hroceedings of the 24th Symposium on Naval
HydrodynamicsKukuoka, Japan, 2002.

[28] J. Moulijn, Scaling of air cushion dynamicsDelft University of Technology, July
1998, no. Report 1151, Project Code 961.

[29] R. von MisesTheory of Flight Dover Publishing, 1959.

[30] O. Ritter and M. Templemaiigh-speed sealift technology Volume Carderock
Division Naval Surface Warfare Center, September 1998 ORRNSWC-TSSD-
98-009, technology Projection Report.

[31] C. Bradley,Surface effect ship air cavity pressure gauge®avid Taylor Naval
Ship R&D Center, July 1981, no. DTNSRDC/CID-81/1.

42



MANUSCRIPT 2

On the wavemaking drag of a twin-cushion surface effect ship

2.1 Introduction

In recent years there has been broad interest in high spgesd st only for special
purpose military craft, but also for passenger ferries androercial sealift [1]. One of
the most promising hullforms for high speeds is the SurfaifecEShip (SES). SES
designs are often limited by wavemaking drag caused by theuahion, which acts
as a moving pressure patch on the free-surface of the waltés. nfanuscript presents
selected results of a fully-nonlinear potential flow waved@idhat was applied to a twin
cushion SES in order to estimate its wavemaking drag.

SES designs have been in existance since 1960, when theptevaseproposed by
Allen Ford [2]. They are essentially specialized and mofieht versions of hover-
crafts used for traveling over water. SES designs are anmungibst efficient at high
Froude numbers. With a very shallow draft, the SES wavenggtkiag is low, yet unlike
dynamically supported crafts such as hydrofoils, an SESHs a small wetted surface
area (WSA) and therefore a low friction drag. The disadvgaia that a SES does re-
quire extra power, weight, and machinery, to operate théalifs generating the airflow
in the cushions.

A typical SES consists of a single rectangular cushion éda#l pressure patch)
contained by two slender sidehulls and fore and aft flexibbdss[3]. This air cushion
is a region of nearly uniform air pressure, which is activalyated and maintained by a
number of lift fans providing sufficient air flow. In operatigair continuously leaks out
underneath the fore and aft seals. While the sidehulls &lnatvercraft lacks) slightly
add to the ship’s hydrodynamic resistance, they decreaseasiage and typically pro-
vide for an increase in overall energy efficiency.

In the 1980s, U.S. Navy SES research focused on studyingitfece effect cata-

43



maran (SECAT) concept [4] under the Surface Ship Contin@ogcept Formulation
(CONFORM) Program [5]. The SECAT design was essentiallyawaushions placed
side-by-side (a catamaran), connected by a bridging sirelcT he project included both
theoretical studies into the wavemaking resistance [@Svell as measurements on a
10 m prototype that was constructed [8]. The advantage oSHEAT over other de-
signs at the time was that two high length-to-beam (L/B) agigons have much lower
wave resistance than a single low L/B air cushion, while rt@iing the roll stability

and high structural height.

2.1.1 Harley SES: a case study

The Harley SES was proposed by Howard Harley of Harley Shiigiiog Corpora-
tion (HSC) of Bartow, Florida, and was patented in 1996. TR&HSES, as itis referred
to in this paper, is a catamaran with rigid hulls having twocaivities (i.e., cushions),
each pressurized from air inlets at the bow. Each demihali@&hip consists of a deep-
V bow, with a step separating it from the air cushion, a lift & the bow which forces
pressurized air into the cushion, two thin sidehulls or fiisich contain the air cushion,
and an inverted-V transom stern (Fig. 24) [9].

Although HSC built several large scale models, includir@m.and 16.8 m pro-
totypes, and a fast ferry, further development and refin¢roktine Harley design has
mainly been conducted by Ocean Dynamics Inc., a former loot&tion of HSC and
Vibtech Inc., of Wickford, Rhode Island. As a result, sinbe initial patent, several
changes have been made to the relative dimensions of thehdticularly in regards to
the cushions. Itis thus currently thought that the optirpalcsng between the demihulls
is equal to their width, with both air cushions having a lénlgeam (L/B) ratio of 6.5,
and extending from the stern to a point 65% of the way to the b@y 65% of the
length overall).

A number of tow tank tests were performed on the HSC-SES degignong these,
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Figure 24. Harley SES concept hullform, patented 1996.

the more comprehensive and accurate results were obtailee bnstitute for Marine
Dynamics (IMD; now Institute for Ocean Technology), using.2 m long SES model,
ina 7.0 m deep, 12 m wide and 200 m long tank (see mansucript ®he model’s air
cushions are 1.49 m long (i.e. 67% of the model length), 0.28Bide, and separated
by 0.23 m. Reliable data was obtained from tests run at 4, & 8am/s, with a 445.4
N (100 Ibs) model displacement. Using a high frequency a@otenge finder, located
1.07 m from the stern, it was possible to calculate an apprate free-surface angle
within the air cushions. This required assuming that the-ferface was not signifi-
cantly disturbed at the leading edge of the air cushions laaidthe free-surface within
the cushions was flat. In this way, wavemaking drags of 2&2,and 9.3 N were mea-
sured for the 4, 6, and 8 m/s cases, respectively (see mgrtsoice). Because wetted
surface area (hence, frictional drag) was not directly mesgkin the IMD tests, confir-
mation of these wavemaking drag estimates would be helffukupporting the total
resistance extrapolations we made for the HSC-SES to ppeaicale (see manuscript

one).
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2.1.2 Background

Wave generation by a moving disturbance (pressure or saliyj is well under-
stood and acurately modeled in terms of inviscid fluid the@wgsides, in the time do-
main, when starting simulations from a state of rest, as l@lwhere, Kelvin’s theorem
ensures that the generated flow is and remains irrotatidiedrefore, Fully Nonlinear
Potential Flow (FNPF) theory is nearly exact for modeling #ip-wave problem and
has historically been the set of governing equations useadost studies, both analyti-
cal and numerical. In a number of cases of practical intehestever, FNPF equations
can be linearized, which has led to a large body of classitatdture on analytical and
numerical results of ship wave resistance. There are evey ayplications where lin-
ear wave theory provides reasonably accurate results Unetpdint of wave breaking,
where FNPF models also break down, unless some dampindusiett Still, there are
also many cases of practical importance, for which lineares@eory is significantly
inaccurate, for instance in shallow water, at very low sgeed for high displacement
ships.

Within the inviscid fluid flow realm, many numerical methodscomputing ship
wave resistance have been proposed, for over a century.eMsc}10] thin-ship theory
dates back to the late 19th century, and the representatiarsbip’s wake as a sum
of Havelock sources (related to the pressure distributiothe free-surface) from the
early 20th century [11]. The best known work on wave resis#dor a moving pressure
patch is the computations by Doctors and Sharma [12], wiahesiboth the steady and
unsteady wavemaking resistance of moving pressure patssieg a linearized theory.
Linear wave theory, especially steady-state linear wagerth has the significant ad-
vantage of being computationally very fast. For instans&gia piecewise polynomial
approximation of a Havelock source by Newman [13] (closehated to the velocity

potential of a moving punctual pressure on the free-suyfabeck et al. [14] devel-
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oped a model, which evaluates wave resistance of a ship ia méliseconds and the
free-surface elevation in minutes, using a standard PC.

More recently, many ship-wave simulation works have soMd&F equations, and
their various linearized versions, using a Boundary Elanvgthod (BEM), based on
free space or more specialized Green’s functions, (se@plyoHess and Smith [15]
and Dawson [16], and more recently, e.g., by Huang and Serens) 1993 [17]). The
principle advantages of a BEM is that the discretization & approximation it leads
to — is limited to the boundary and makes no additional assiempabout the solution
within the domain. Hence, for a given accuracy, the numbeatiséretization nodes,
and hence discretization effort, is much smaller than witteomethods (e.qg., finite-
difference and finite-element). The BEM solution can befertaccelerated when using
a fast multipole algorithm (FMA) that aproximates the Grsdanction for regions far
of a given collocation node. Originally described by Gresdgand Rokhlin [18], the
FMA can compute the interactions between a large nurNerparticles inO(N) time,

a problem which traditionally takes at b&3tN?) time with other methods. BEMs have
been shown to be very accurate for highly nonlinear shipenaoblems [19]. Over

time, the increasing computational power available, corathivith FMAS, have allowed

BEM techniques to be applied on a larger scale. In 1989, desse others were using
around 1000 collocation nodes for a steady state model y@@reas in 1997, Scorpio
used around 5000 collocation nodes [21]. Even more nodes keeently used in the
FMA-accelerated model of Fochesato and Dias (2006).

Most BEM models applied to nonlinear wave (FNPF) modeling asmixed
Eulerian-Lagrangian (MEL) time-stepping algorithm, comdad with an implicit
predictor-corrector scheme, that was first introduced bynduet-Higgins and
Cokelet [22]. Results of such models, however, typicallgvgla variety of numerical

instabilities (e.g., Sen et al. [23]), that are usually eéhated by applying a smoothing
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filter over the free-surfaces (Longuet-Higgins and Cokesstd a higher-order polyno-
mial smoothing [22], or Xue et al. who used a second-ordepdiBt Savitzky-Golay
filter [24]). The type and order of the elements used in a BENMehoften have an effect
on its stability. Janson [25], for instance, showed thahargorder elements are more
stable than lower-order approximations when tested im thvein formulation, and other
authors reached similar conclusions [26]. Another apgrdlaat was shown to eliminate
the occurrence of sawtooth instabilities is the use of highder explicit Taylor series
expansions in the MEL time stepping, together with a higireler representation of the
free surface geometry and unknowns, that has a sufficieighydegree of inter-element
continuity (typically second-order). Thus, following Rband Peregrine (1984), Grilli
et al. [27, 28, 26] developed a very accurate and stable tmettsional explicit higher-
order BEM model, that was applied to many different probl@iwave generation by
solid moving boundaries, propagation, transformatiornr ceenplex bottom topography
and to wave overturning ([29, 30, 31, 32, 33, 34]). This mpdsiich did not require
smoothing and results did not show any kind of instabiliagreafter thousands of time
steps, was extended to three-dimensions with similar ssdog Grilli et al. [35], who
used bi-cubic overlapping elements for the discretizatRecently Fochesato and Dias
(2006) implemented a FMA in this model and showed accetaratof the solution of
up to one-order of magnitude [36]. Some authors have stagid even more compli-
cated and accurate BEM elements such as NURBS (Non-Unifamoial B-Spline),
to represent copmplex ship surfaces, which seems to resalt overall smaller num-
ber of panels required. Other, though have had difficultiéls preventing the increased
computational requirements of NURBS geometry from slovdagn their models [37].
Another method to limit sawtooth instabilities is to use aidgularized BEM
model. This in fact has been quite common for modeling shipewd38], and such

models have been shown by Raven [39] to be more stable thadesingularized BEM
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models using simple elements.

Besides instabilities discussed above, which usually octiree surface regions
of high curvature, the most significant numerical instaiesi occur at or near corners or
edges of the computational domain, where different bouedavith different boundary
conditions intersect, such as radiation boundaries @feshore or far field boundaries)
and intersection between a surface piercing solid bouralzaythe free surface (such as
a ship). Some of the problems at corners can be due to illgpbsandary conditions
and these can be removed by expressing extended contingibyrgatibility conditions
(e.g., Grilliand Svendsen [28]; Grilliand Subramanya [Z8tilli et al. [35]).

For fully FNPF flows, there is no known general appropriatefitdd condition to
absorb outgoing waves. Hence, damping layers or absorl@aghes have been used
instead. Cointe [40], for instance, made use of wave abs®tizsed on a free surface
counter-acting pressure, which can be tuned to a partiewdselength, and Grilli and
Horrillo have used an absorbing beach [31] combining suckevedsorbers on the free
surface and actively absorbing wavemakers on lateral kaniexl In light of this work,
many authors have in fact used some portion of their comiputdomain to damp
out spurious sawtooth instabilites that occurred near treain edges, in a manner
similar to simulating radiation of physical wave. Liu et @1}, for instance, used a so-
called sponge layer, which is similar to techniques thaeHasen used since the early
1990s [42].

For completeness, other attempts at solving ship-wavdgmrabhave made use of
the Navier-Stokes equations, but research using thesaitees has developed more
slowly, because of their much greater computational requénts. Notable early work
includes Hino [43], who used a finite-difference approadimtthe flow around various
hullforms.

The model used in this study is similar to that used by SungG@mitl [44], i.e.,
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originally a two-dimensional FNPF model for water waves, [28], that was later ex-
tended to three-dimensions [35] and added a FMA by Fochesatdias [36]. As a
Numerical Wave Tank (NWT), the model was used to study suchlpms as the break-
ing of three-dimensional (3D) shoaling waves [45], Guyeame Grilli [46] and tsunami
generation [47]. Expressing the governing equations incadinate system moving at
the disturbance’s speed, Sung and Grilli used the modeludysivaves caused by a
moving pressure patch or a Wigley hulls [44]. They implenedrdand tested a variety of
free-surface updating schemes [48] and tested the FMA dshkegle, we present simi-
lar wave simulations, with the difference that we concentom waves caused by a twin
cushion, in much deeper water. Moreover, numerical reaodtsnterpreted with respect
to our current understanding of the HSC-SES design, in dodeoth better understand

and validate earlier results of tow tank experiments.

2.2 Methodology

The 3D-NWT domain is a rectangular box, with a free surfadg. @), and length
Xo, widthWp, and depttHp. Each side of the NWT is discretized by a regular grid, with
uniform node spacing in each direction (i&x, Ay, Az). FNPF equations are modeled
using a MEL time-updating scheme based on second-ordeaceXalylor series expan-
sions [35]. Thus, a first Laplace’s equation is solved to cat@phe velocity potential at
each boundary gridpoint, or collocation node, and then tstion of the free surface
nodes, as well their velocity potential, are updated in tisieg the Taylor series. As we
shall see, this will require solving for the time derivaswef the potential, using a sec-
ond Laplace’s equations, whose boundary conditions witlii@ined from the solution

of the first problem.
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Figure 25. Schematic of 3D-NWT of lengy, width Wp, and depthHp, moving at
speedJg(t) with the specified free surface disturbance.
2.2.1 Solving Laplace’s equation

Laplace’s equation is solved using a BEM approach, whichthesdvantage of
only requiring the boundaries (i.e. free-surface, latbrlndaries, and the floor of the
tank) to be discretized. The BEM is then accelerated usiniglA,Rvhich reduces the
computation time t@(Nr), whereNr is the number of discretized points (collocation

nodes) over the boundary.

Boundary integral equation
According to FNPF equations, the fluid within the NWT is assdito be incom-
pressible, inviscid, and the motion to be irrotational. Ekra velocity potentiakp, is

introduced such that the velocity fieldis given by
u=0o. (29)

This velocity potential, because of mass conservation @gantinuity equation for in-

compressible fluids), obeys Laplace’s equation

J°d =0 (20)
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within the domainQ.
This equation can be transformed usng Green’s second tylémid a Fredholm

equation, which is the boundary integral equation (BIE)tfes problem:

(aq;ﬁX)G(x,xQ _ m%) dr(x) 1)

a(x)®(x) =/

r

wheren is the (outward) local normal direction at the boundary & tlomain[". The
points,x; at which the BIE is evaluated are the collocation nodes dwebbundary. In

3D, the free-space Green'’s function for Laplace’s equatidaund as:

1

G(x,x)) = (22)
020 = 2]
0G_-1r-n

S 2
on  Am||r|]® (23)

wherer = x — X, the vector between the collocation node and prjrand||r|| is the

distance between these points.

Mid-interval interpolation
In order to evaluate the BEM integrals over the boundary,véiecity potential,

the normal derivative of the velocity potential, and the metry are all expressed as
polynomial functions, based on the mid-interval interpiola (MIl) method, previously
developed by Grilliand Submramanya [26] for two-dimensigroblems. For 3D prob-
lems [35], s 3D-MIl elements consists in a bidirectionapigmametric cubic interpola-
tion (Fig. 26), based on the nearest 4-by-4 grid of nodeshénntegrations, only the
middle segment of 4 nodes (black dots in the figure) is usediateg and the element
is slid to the next 4-by-4 node patch for further integrasiolVhen reaching an edge,
the MIl segment becomes non-central and takes one of the pdlssible 8 positions on
the element, depending on the case. As in the classical BEMVIB elements are ex-
pressed based on polynomial shape functions, defined irvdicaar reference element

e(§,n), and nodal values of field variables (e®, d®/dn) or geometry (e.gx, Y, 2),
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Figure 26. Definition of a 3D-MII element in Cartesian bourydeoordinate system
with indication of tangential and normal vectors at an aabyt point., with : (o) 4x4
overlapping elemente) middle interval used in the integrations.

where typically the domain of variation (and hence limitsrdaégration for a boundary

integral) for both intrinsic coordinate§,andn, are from -1/3 to 1/3.

Integration techniques
Boundary integrals are primarily evaluated usingNapoint Gauss-Legendre

quadrature rule, over the arbitrary kerikel

+1 p+1 Ne N
/. [, Fendan - 3 2 WanF (o) (24)
wherew andA refer to the Gauss weights and abscissa and where the linmtegration
have been here remapped to be -1 to +1.

Weakly singular integrals, of the form

+1 41
[ [ fEmsxEn).x)dedn (25)
1/
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are evaluated using a modified coordinate system [35], wiiids:

- +1f G déd _1 < < 112p (112 §12
[ [, temeixmxdean =g, 3 5 wgunfrE ()
+IEF (2,67} (26)
02 =Z (141 (27)
02 =2 (341 (28)
, 2
r1m2=m (29)
123 _ 2
fm sing?? (30)
n2 Ui
re=—"(1+2n) (31)
23 _ '
re=—"(1+A) (32)

This singular integration technique is in contrast to thé&PAproject and angular and
radial transformation) method of Hayami and Matsumoto [49]

A third, adaptive, integration technique is required to ioye the accuracy of
quasi-singular integrals, which may occur depending ordte&nce and intercept an-
gle between the collocation node and boundary element E€jending on the distance
and angle between a given collocation node and elementdimeat is spliStimes into
45 parts, wherés < Smax. Each sub-boundary integral over the element is then etealua
using regular Gauss-Legendre quadrature. See Grilli €% for more detail. A sim-
ilar quasi-singular integral technique was first developgdsrilli and Svendsen [28]
and later more extensively tested by Grilli and Subramab@ who showed that nu-
merical errors, particularly in corners, can be decreageatthers of magnitude when a

guasi-singular integral technique is used.
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Fast multipole acceleration

The FMA used here follows from the work of Yoshida [51], whishsimilar to
the FMA described and implemented by Fochesato [52] anddsath and Dias (2006)
in this 3D model. The fast multipole method involves caltinig the influence of dif-
ferent groups of elements using multipole expansions, wfucthe free-space Green’s

function are spherical harmonics:

P X 0,¢
G(x,X) z z PRy ™( r£+1 ) (33)
"(a,B) = 7(k+lmli Pl‘(m|(cosa) —mB k>0, Im| <k (34)
(_1)m dk+m(x2_ 1)k
R = (1—x2)m/2W,kzo,0§ m<Kk (35)

where(p, a, ) and(r, 0, ) are here the spherical coordinatesxX@ndx, (for the rest of

the manuscriptp will represent a velocity potential). This representatbdthe Green’s

function is used to compute far-field interactions betweerént parts of the compu-
tational domain.

The computational efficiency of a FMA is strongly dependengoouping bound-
ary elements so that distance criteria for deciding on neafar-field comuputations
is automated. The computational domain, which fits withirube; is split into eight
sub-domains, and each of those sub-domains are furthefediviup to some levdt
this hierarchical structure is called an octree. Near-figleractions, between nodes and
elements of the same leaf of the octree, are as describecebeto, based on the free
space Green'’s function and its direct integration. Intiéoas located further away in-
volve integrations using the multipole expansions, whiomdt involve any ingularity.
See Fochesato [52] and Fochesato and Dias [36], for morédsdeta

The BIE forNr points, when discretized, forms a linear system of equatwamch
is solved using a restarted version of Saad and Schultz's EMRethod [53], which,

when memory requirements are unimportant, is the fastestkiterative matrix solver.
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Like any iterative solver, GMRES stops when the residuahefdolution is less than a
pre-specified errce. GMRESm (which is restarted evenmyiterations) does not require
manipulation of the system matrix itself but only relies sogucts of the system matrix
with arbitrary vectors. When the FMA is applied, then, itleses these matrix-vector
products with evaluations using FMA approximations. Irstivay, the standar@(N?)
memory storage requirement of a linear system is avoidedlftemlargest memory re-
quirement becomes the size of SSOR (with relaxation paegtthe preconditioning
matrix. The use of a preconditioning scheme for the GMRE$ices the calculation
time for the problem enough to outweigh any disadvantag@éefadded memory re-

quirements.

2.2.2 Time-updating the free-surface

The position of the free-surface nodes is updated by appthi@ FNPF free surface
boundary conditions and applying an explicit second-otdee integration scheme.
After each time step, the nodes are regridded to the origewlar grid in order to

prevent node clustering.

Free-surface boundary conditions

The kinematic and dynamic boundary conditions on the freéase are

Dx_

or = 0% (36)
Do 1 > P
or = 97t 2|DCD\ o (37)

respectively, wherg is a point on the free-surfacg,is the acceleration of gravity is
the applied (air) pressure, apds the density of the water. The Lagrangian or material

time derivative is given by:

— =100 38
Dt ot (38)
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which is a natural representation for a BEM model, since eatlbcation node can be

advected with the flow, using a time-integration, to be disewdl below.

Sliding elements

Using the free-surface boundary conditions, the positiothe collocation nodes
on the free-surface are updated after evaluating the |loedignts of quantities such as
the velocity potential. To be computationally efficientistis not done using another
boundary integral, but rather with a 4th-order sliding pagnial, first introduced in
their two-dimensional model by Grilli et al. [27] and latesad in the 3D-NWT [35].

The sliding elements are a different discretization thavtl elements, in that the
nearest 5-by-5 grid of collocation nodes is used derivatitlee isoparameteésandn

are used to setup a new set of coordindges, n) (Fig. 26):

ox/o

5= Jox/0g] (39)
_ 0x/on

= ox/an] (40)
SXMm

n= x| (41)

Expressions for the tangentigd, m) vectors and other tangential derivatives were first
given in [35] for orthogonal systents,m, n), and later extended to non-orthogonal sys-

tems by Fochesato et al.[54].

Second-order time integration
Time integration for the model uses a second-order Taydxpmnsion, both for the

collocation node position and the velocity potential [23]:3

2 N2
X(t + At) :x(t)+At%+%¥+O((At)3) (42)

B DO (At)2D?® 3
Dt +At) _<D(t)+Atﬁ+7W+O((At) ) (43)
In order to compute the acceleration of a fluid particle, tiilgut is necessary to
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evaluateg,, the second-order partial derivative with respect to thenab of the free-
surface, which is not a priori known from the velocity potahand its normal derivative.

This can be done by applying Laplace’s equation on a slidiegent:

Ghn ~ —Pss— Pmm~+ Gs(Xss* S+ Xmm- S)

+ @m(Xss: M=+ Xmm* M) 4+ Gn(Xss- N+ Xmm-N)  (44)

which is an orthogonal approximation of the complete fornulerived by
Fochesato et al [54]. The approximation used here requnasthe free-surface ele-
ments are not highly distorted, which is suitable for a shgvevproblem, particularly

since regridding is applied after each time step.

Translated coordinate system

In order to reduce the size of the computational domain aerddpp calculations,
the free-surface boundary conditions are applied to a domaving at the same speed
as the pressure patch. Similarly, rather than using theuelmity potential,®, we

classically definep, as the disturbance potential such that:
b= UB(t)X+ (0] (45)

so the appropriate far-field boundary conditions on therepst, downstream, and side-

wall boundariesI{y, 4, ['s), as well as the bottom boundaty] are

%% _,

n (46)
Thexyz andt-coordinates are thus replaced¥yy =y, Z = zandt’ =t, where
t/
X (t') = x(t') + / Us(t)dt (47)
0

From here on, the primes will be dropped for convenience.
Following Sung and Grilli [44], a pseudo-Lagrangian detiva is used so that

collocation nodes maintain their position relative to thaxis of the NWT (i.e., the
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representation is Eulerian i andz and Lagrangian iry); this pseudo-Lagrangian

operator is defined as

D 0 0 0

ﬁt:aerfla/Jr\N%a_z (48)

wi = Ug(t) (49)
_ %

Wi =3y (50)
_ 09 0o

Wt = oz +{x{Us — Ix (51)

where( is the free-surface elevation.

The appropriate free-surface boundary conditions usieggs-Lagrangian updat-

ing is then:
Dx .
[N)(P 1 2 Pa
- = —Qgz— =|0¢|* — — -0 53
5. = ~97— 5|00 o twi-De (53)

wherej, k are the unit vectors in thgandz directions, respectively.

Damping and regridding

If the model is run as described, instabilities spontankoiesm at the leading
edge of the domain, which need to be locally damped in orderdeide meaningful
results. Since earlier work with the model has shown that utary stable for highly
nonlinear wave computations [35], these instabilities@terpreted here as artifacts due
to the moving coordinate system, which upstream, in the alesence of waves, leads to
specifying that nodes essentially move horizontally wighoeity u = Ug, thus creating
a very unstable situation similar to the initiation of a KiehHelmholtz instability.

The appearance of instabilities at the leading edge of theadtois eliminated using
an adjustment of the velocity potential for all points where xq:

B /B
Ddt ( Dt ) (54)
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which is known as a sponge layer or damping pressure (acallytiin a linear frame-
work, the—v® would provide exponential damping in time of the solutioNpte that
such an adjustment of the solution will have minimal effedten instabilities are nearly
inexistent and will only affect the solution upstream of th&turbance where results are
of no practical interest.

Also, at each time step, the free-surface nodes are regriggleg M1l elements, by
resetting the-axis position of all of the nodes and recalculating all teédfvariables by
interpolation on the BEM elements; hence the shape of tleesiueface is not modified
and this does not constitute smoothing proper, but justtalslei reinterpolation of the
same solution. For all nodes on the interior, regriddingimes a simple interpolation.
For nodes on the sidewalls, it could result in an extrapofate.g., if the sidewall nodes

are moving inwards).

2.2.3 Evaluation of integral properties
Wave resistance
For a simple pressure patch, wave resistance can be congiply from the free

surface elevation based on integrating the specified cugitessure, projected in tixe

direction [12]:
0
Dw = / pa—idS (55)

whered( /0x denotes the free surface slope in #hdirection. Dy is often expressed as

a wave resistance coefficiety defined as:
G = — (56)

whereW is the displacement of the SESthe spatially averaged cushion pressure and
athe cushion half length. Note that for twin rectangular patcof dimensioit2a, 2b),

we haveW = 8pah.
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Figure 27. Parameters for twin moving pressure patch pnoble

Energy and volume conservation
Once achieving steady-state, the 3D-NWT should have aaongbtential energy,

U, and kinetic energyK; in potential flow theory, these are simply calculated as:
1
U= ép//zzdxdy (57)
_ [ 00
K = / 937ds (58)

whereSdenotes the free surface.
Volume conservation can be checked by calculating the wolaime of the NWT

as:
V= / / (2+Ho)dxdy (59)
which should remain nearly constant.

2.3 Results
Three test cases were considered, corresponding to thieeamdigurations of the

HSC-SES tow tank tests performed at IMD (see first mansyciijpie applied pressure
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in the modeled twin cushions was defined similar to Doctord Sharma’s [12], as

(Fig. 27):

pa:M(t)% (tanho (X — Xo + &) — tanha (X — X0 — &)

x (tanhB(|y| — Yo+ b) —tanhB(|y| —yo — b)) (60)

whereM(t) is a time ramp-up functiog [0, 1], po is nearly the maximum pressure at
steady statexy andyp refer to the coordinates of the cushion centarandb are the
half-length and width of the pressure patches intl@dy directions, respectively, and
o andf are fall off parameters (related to how sharp the presswaeignmts are on the
edges of the moving pressure patches).

In order to reduce the transient waves that are generated siiert of computations,
both the maximum pressure and the velocity of the pressuich@s were smoothly

varied from zero to steady-state test conditions over a Tipas:

M(t) = % (l—COSTE) (61)
Ug = UZ®M(t) (62)

The maximum pressung was similarly varied. Based on numerical tests, we specified
Tm=40At, i.e., equal to the first 40 time steps of computations afteckwboth velocity
Ug and pressur@o, remained steady.

The NWT parameters, such as size, discretization, andsoloethod, were spec-
ified identical for each test case (Table 13), and betwedrcéses, only the pressure

patch velocity and time-step magnitude were altered. Foctimputations, all parame-
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Table 13. Main NWT parameters used for numerical test cabese(isionless values)

Geometry Xo 18.0
Wo 3.077
Ho 9.42
Discretization Ax 0.222
Ay 0.0684
Az 0.3768
Nr 14,996
BEM N, 4
Sax 2
FMA p 8
I 5

cube center (12.0, 0.0, 0.0)
cube length 24.0

GMRESM m 100
3 1010
W 0.6

ters were nondimensionalized, specifymg 1,g= 1, andp = 1:

X" =x/a (63)
t* =t\/g/a (64)
.9
¢ = a,/ga (65)
* p

= — 66
P = ga (66)

Using the cushion dimensions from experiments performeld/&, i.e., an =
0.745 m andby, = 0.115 m (see manuscript one), we find in dimensionless farm 1
andb = 0.1538. For the IMD model, we had, for a displacemenigf= 445 N, a wave-
making drag oDy = 28.7, 16.4, and 9.3 N at speeds= 4, 6 and 8 m/s respectively,
which correspond to non-dimensional speeds of 1.48, 2r&P2a6; these speeds will
be selected as pressure patch velocities for our threedessc The average pressure

needed to support the IMD model’s displacement, using drdgtishions, ipg = 649.3
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Table 14. Main dimensionless variables for moving prespatehes used for test cases.
Casel Case2 Case3

po 0.090 0.090 0.090

a 1.000 1.000 1.000
b 0.1538 0.1538 0.1538
a 5 5 5

B 10 10 10

W 0.08 0.08 008
xo 5.4362 5.4362 5.4362

yo 0.3077 0.3077 0.3077
At 0.06 004 0.03
Ug 148 222 2096
Xy 3.0 3.0 3.0
vd  10.0 10.0 10.0

N/m? or 0.090 in non-dimensional form.

For each case, the transient NWT free-surface shows aclaskiin wave pattern
(ref. Newman) within the first couple hundred timesteps $F8,29,30). Notice that
because of the finite depth, changes in patch velocity indbaages in the angle of the
Kelvin wake. For case 1, we also see that the wake interdeetsdewalls of the NWT
at large time (Fig. 31).

The quasi-steady wave resistance coefficient was compst@g a 0.909, 0.667,
and 0.469, for test case 1, 2, and 3, respectively (Fig. 32).

The NWT never achieved a fully stable steady-state for cage fact, the model
was initially set to run for 500 timesteps for each test chaecase 1 stopped after 341,
because of numerical instabilities growing near the sidlswg&ig. 33). Before then,
however, the kinetic and potential energies achieved egtaady state for all test cases
(Figs. 34,35). VWolume conservation in the NWT was quite aateu(fort < 5.0), at

better than 0.01% in relative absolute value (Fig. 36).
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Figure 30. Evolution of free-surface for case 3torl.8, 3.6 and 5.4.
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Figure 32. Wave resistance coefficient for each test case.
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Figure 34. Kinetic energy of NWT for each test case. Note tiséability in case 1 at
the end of the test run.
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Figure 35. Potential energy of NWT for each test case. Naerstability in case 1 at
the end of the test run.
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Figure 36. Relative volume change to NWT for each test case (atio of difference
in NWT volume from initial conditions to the initial NWT voluae).
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2.4 Discussion
2.4.1 Model spin-up

In all three cases, we see that the NWT becomes quasi-steadgcst = 5T,
(or 200 time steps), after the pressure patch reaches ayspadd. The Kelvin wave
patterns produced seem physically reasonable, and vanspéed because of the finite
depth of the tank. The total energy of the NWT also reachesiegtaady state (until
instabilities become an issue for case 1).

The numerical calculations for this problem are partidyldemanding, since the
depth of the tank is so great (i.e., nearly 10 m deep) and s$wduton desired for the
free-surface solution is quite fine (i.e., between 1 and 1)) Giime memory required for

one of these simulations is approximately 3 GB.

2.4.2 Long-term stability

For case 1, the model becomes unstable during the simul&ese 1 is the slowest
of the test cases, and has the widest wake, which interséitishe NWT sidewalls.
One possible explanation is that the MIl regridding procedat the sidewalls causes a
slight extrapolation, amplifying small disturbances, sldahe sidewall nodes be trying
to move towards the interior of the domain. Also a free-stgfaanslating at the patch
velocity near a fixed sidewall could cause instabilitiesla# sort seen at the leading
edge of the domain, due to Kelvin-Helmholtz instabilitiegich are damped using the
sponge layer. Perhaps numerical dissipation added tonteedtepping scheme near
sidewalls would provide a more stable solution.

These numerical instabilities were not seen by Sung andi {34]. One possible
explanation is that because for the cases in this manusthiptdiscretization of the
sidewalls is much finer; the coarse discretization of Surdy@nlli’'s work may have
resulted in the inability of short waves to be numericallydaled. Sung and Grilli [55]

studied the accuracy of the BEM model used here, and fouricstitat wavelengths
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were less accurate.

Inaccuracies in volume conservation are more difficult tplax, but it is possi-
ble that longer test runs, combined with finer discretizgtiwould resolve the problem.
Memory and computational requirements for a finer discagion, however, are sub-

stantial.

2.4.3 Experimental comparison

The free-surface elevation is the most straightforwaréhée to compare between
the numerical and experimental HSC-SES results (Fig. 38jmple visual comparison
shows that the two are relatively similar, though in eversecne numerical results have
a free surface that is not as depressed as the experimesull rehis could be a result
of using a mostly constant pressure within the air cushiotisa numerical computation
as opposed to the real situation, where the air pressurehbeuhigher at the bow. The
difficulty in fixing the numerical model would be determinitige appropriate pressure
distribution to use.

Wave resistances can be calculated from NWT results fortee tcases, taken at
steady state using the cushion dimensions. In dimensional, fwe findDy = 18.3,
13.4, and 9.5 N, respectively. compared to the IMD resultB\gf= 28.7, 16.4, and
9.3 N. Despite some approximations in the computationalrpaters (such as the aver-
age pressure), and the absence of a hull in computationsatieeresistances calculated
match quite well those calculated from IMD test data, eslyotonsidering no attempt
was made to match the NWT pressure patch distribution todbedirring within an
actual HSC-SES, beyond geometrical constraints.

Also notice that the pressure distribution used had a smpwatrying y-axis dis-
tribution, whereas for an HSC-SES, with rigid sidewall® gressure dropoff would be
much sharper. This cannot be modeled with a FNPF model lgckarewalls, because

an infinitely sharp pressure gradient would cause the fuelce to break.
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Figure 37. Comparison of quasi-steady state NWT free-sartevation %) within
starboard pressure patch with experimentally measureergatface wave height (at
x =5.0) for cases 1-3. Notice the coarseness of the discretizatio
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The results of this comparison show the importance of inoly@ll elements of
an HSC-SES into any computational model. While the wavestasce of a moving
pressure patch may be calculated correctly, details susidewalls and correct pressure

distributions are needed to properly understand the piggian HSC-SES.

2.5 Summary

Numerical wave tank results for twin moving pressure paehere obtained which
roughly correspond to towing tank test data for the Harlayase effect ship. Using a
pseudo-Lagrangian formulation, combined with a fast rpole algorithm, memory and
computational requirements were reduced to permit tegtscasnearly 15,000 nodes.
Experimental results showed reasonable agreement foruhg-qteady results of the
numerical tests.

The importance of these results is that the wavemaking drélgel one aspect of
ship resistance that is nontrivial to estimate for an SE8nevudely. Other aspects of
the drag (e.g., frictional, air) can be estimated once baigices of information about
the ship are known (e.g., wetted surface area). Howeverwakmmg drag of a ship
is extremely difficult to estimate without experimental ammerical modeling of the
specific hullform.

In these calculations, the nonlinearity of the NWT was natipalarly important,
and in fact the additional complexity probably hinderediggtresults, particularly in
computational time. However, if a more complete model of H®C-SES was made
(i.e., including a rigid hull with a correct pressure distriion), then a nonlinear free-
surface boundary condition would be important — this manpsepresents continuing
progress in developing a fully-nonlinear potential flow rabithat can be used in a vari-

ety of applications.
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APPENDIX
Experimental information

A.1 IMD test matrix

Test Date Time w U Fan Notes
(N)  (m/s)  (rpm)

2 21-Aug-02 19:00 ? 15 1800 ducts fwd

3 19:05 4.5 1800

4 19:14 4.5 1800

5 19:23 4.5 3000

6 19:31 9.0 3000

7 19:40 9.0 3000

8 19:53 9.0 4140

9 22-Aug-02 8:40 9.0 4140

10 8:55 9.0 3600

11 9:35 4.5 3000

12 9:47 9.0 4140
RPM-2 13:48 0.0 various
RPM-3 14:13 0.0 various

13 14:54 2.0 4140

14 15:00 4.0 4140

15 15:09 6.0 4140

16 15:22 8.0 4140

17 15:28 9.0 4140

18 15:56 2.0 3000

19 16:05 4.0 3000

20 16:13 6.0 3000

21 16:21 8.0 3000
RPM-4 19:59 0.0 various ducts aft

22 20:07 2.0 3000

23 20:25 4.0 3000

24 20:33 6.0 3000

25 20:40 8.0 3000

26 20:51 9.0 3000
RPM-5 23-Aug-02 ? 0.0 various no grasshopper

27 9.0 4140

28 2.0 4140

29 4.0 4140

30 6.0 4140

31 8.0 4140
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Test Date Time W U Fan Notes
(N)  (m/s)  (rpm)

32 in air 6.0 0 with grasshopper
33 in air ? 0

34 inair ? 0

35 in air ? 0

36 in air ? 0

37 in air ? 0

38 inair ? 0

39 in air ? 0

40 inair ? 0

41 inair ? 0

42 13:27 ? 9.0 4140 ducts reinforced
43 15:05 inair 2.0 0

44 15:12 inair 4.0 0

45 15:17 inair 6.0 0

46 15:29 inair 8.0 0

47 15:35 inair 9.0 0

48 16:08 9.0 4140

49 16:22 8.0 4140

50 16:30 6.0 4140

51 16:36 4.0 4140

52 16:43 2.0 4140

53 18:08 133. 9.0 3000

54 18:14 133. 8.0 3000

55 18:19 133. 6.0 3000

56 18:27 133. 4.0 3000

57 18:33 133. 2.0 3000

58 19:15 445, 2.0 4140 bow up
59 19:21 445, 2.0 4140 bow up
60 19:32 445, 9.0 4140 bow up
61 19:38 445, 4.0 4140 bow up
62 19:44 445, 6.0 4140 bow up
63 19:51 445, 8.0 4140 bow up
64 24-Aug-02 9:21 445. 9.0 4140

65 9:29 445, 8.0 4140

66 9:37 445, 6.0 4140

67 9:45 445, 4.0 4140

68 9:55 445, 2.0 4140

69 10:02 445, 7.0 4140

70 10:09 445, 5.0 4140

71 10:25 445. 2.0 3000

72 10:36  445. 9.0 3000
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Test Date Time W U Fan Notes
(N)  (m/s)  (rpm)

73 10:42 445, 8.0 3000
74 10:48 445. 6.0 3000
75 10:53 445. 4.0 3000
76 10:59 445. 7.0 3000
77 11:06 445. 8.0 2400
78 11:14 445. 6.0 2400
79 11:20 445. 4.0 2400
80 11:24 445, 2.0 2400
81 11:42 445, 9.0 4140 same as 64
82 11:49 445, 9.0 4140 same as 81
83 12:23 356. 8.0 4140
84 12:28 356. 6.0 4140
85 12:34 356. 4.0 4140
86 12:41 356. 8.0 3000
87 12:46 356. 6.0 3000
88 12:52 356. 4.0 3000
89 13:01 356. 8.0 2400
90 13:06 356. 6.0 2400
91 13:14 356. 4.0 2400
92 13:18 356. 8.0 4140 same as 83
93 13:48 289. 8.0 4140
94 13:52 289. 6.0 4140
95 13:59 289. 4.0 4140
96 14:03 289. 2.0 4140
98 14:17 289. 9.0 4140
99 14:27 289. 9.0 4140
100 14:42 289. 9.0 4140 bow down
101 14:56 289. 8.0 3000
102 15:07 289. 6.0 3000
103 15:13 289. 4.0 3000
104 15:19 289. 8.0 2400
105 15:25 289. 6.0 2400
106 15:29 289. 4.0 2400
107 16:13 inair various 0

A.2 Photos of IMD test setup
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Figure A.1. Tow carriage used at IMD. Note model attacheceameiath.

86



5

Figure A.2. Close-up of pressure sensor attachment on 2.8deinSensors are within
the black boxes, electrical cabling is grey, and the pressansors are connected to
pressure ports on the model with the black tubing.
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Figure A.3. Close-up of the pressure sensor attachment3manodel. Sensors are
within the black boxes, electrical cabling is grey, and thespure sensors are connected
to pressure ports on the model with the black tubing. Notieedushion inlets without

the attached ducting on each side.
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Figure A.4. Stern view of the 2.3 m model, with lines markimgftl Note the grasshop-
per attachment amidships, and the cord attached in thersamkeelp pick up the model
for adjustments.
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Figure A.5. Close-up of the starboard bow of the 2.3 m modigh imes marking draft,
and numbering indicating distance from the bow. Note theidgattached (top) and
the cord attached in the corner to help pick up the model flusaishents (top right).
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Figure A.6. Close-up of the tow mount, with sensors to measum, roll, sinkage, and
tow force. Note flexible ducting attached to air cushiontisle
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Figure A.7. View of the sensors used at the bow, including &afirm anemometer
attached to the port air cushion inlet, and pressure seRsdPs, andP.. Note the plate
used for attaching the tow mount (right).
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Figure A.8. View of the sensor setup of the 2.3 m model, inicigghressure sensors,
P>, P, as well as the installation point for the range finder (botteft). Note the air
cushion inlets are not attached to ducting (top right).
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Figure A.9. View of the 200 m Clearwater towing tank at IMDritrdhe tow carriage.
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Figure A.10. Measurement of the model weight (foregrourdipte the lab setup for
data acquisition (background).
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Figure A.11. 2.3 m model in position underneath the tow egei Note the ducting
between the blower (not seen) and the air cushions.
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Figure A.12. Front view of the 2.3 m model, with tow mount, airshion ducting,
pressure sensors, and range finder attached. Note the nsdaeihg held out of the

water by cord attached to the four corners of the model.
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Figure A.13. Rear view of the 2.3 m model, with air cushiontthgcand grasshopper
attached.
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Figure A.14. Close up of tow mount an air cushion ductingciutaent.
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Figure A.15. Top view of model from tow carriage, showing hitnve ducting reaches
between the blower (not seen, bottom right), and the modpl|ft).
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Figure A.16. Top view of 2.3 m model, showing instrument aaip(left), and air cush-
ion ducting.

101



Figure A.17. Side view of model setup used during tests cemsd in manuscript, with
air cushion ducting aft.

A.3 Photos ofGladius construction
A plug and mold construction technique was used to make tha 282 ft) com-

posite hull of theGladiusin 2004 (Figs. A.20,A.21,A.22,A.23,A.24).
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Figure A.18. Close up of tow mount and instrument cablingveen model and tow
carriage.
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Figure A.19. Side view of model setup used in early tests ansidered in manuscript,
where air cushion ducting was attached from the bow. Notenownt (left), instrument
cabling (center), and grasshopper (right).
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Figure A.20. Fore end of the wooden frame (i.e., plug) foldng a demihull of the
Gladius

105



Figure A.21. Fore end of the wooden frame (i.e., plug) foldng a demihull of the
Gladius(center), and aft end of the mold (bottom).
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Figure A.22. Fore end of the wooden frame (i.e., plug) for mithell of the Gladius
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Figure A.23. Fore end of the wooden frame (i.e., plug) for mithelll of the Gladius
(foreground), and resulting mold (right background).
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Figure A.24. Close-up of part of the wooden frame (i.e., pliog a demihull of the
Gladius
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