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Introduction

Concentrations of uranium (U), thorium (Th), and potassium (K) in geological materials provide insight into many important lithological characteristics and geologic processes. In marine sediment, they can aid in identifying clay compositions, depositional environments, and diagenetic processes. They can also yield information about the alteration and heat production of rocks (Ketcham 1996; Barr et al., 2002; Revillon et al., 2002; Brady et al., 2006; Bartetzko, 2008). Measurements of the concentrations of these elements in geological materials are relatively straightforward in shore-based laboratories. Rapidly determining their abundance within cores of sedimentary and igneous rock sequences onboard a research vessel is a more challenging but potentially very useful method to non-destructively and quickly provide important geochemical information about the concentrations of U, Th, and K within the sequences being cored.

When $^{238}$U, $^{232}$Th, and $^{40}$K radioisotopes decay, they and their daughter products emit gamma rays at specific energy levels unique to each isotope. Natural gamma-ray (NGR) spectroscopy measures a wide energy spectrum that can be used to estimate the abundance of each isotope based on the strength of the signal at characteristic energies (Blum et al., 1997; Gilmore, 2008). Although intensities measured by an NGR system are proportional to the elemental concentrations, converting total counts in the energy spectrum to absolute elemental concentrations can be challenging due to low concentrations in the targeted lithologies and the time constraints of core processing. Measuring $^{238}$U, $^{232}$Th, and $^{40}$K in marine sediment and rock is particularly difficult because certain marine lithologies are commonly an order of magnitude less radioactive than continental material (Kogan et al., 1971; Taylor and McLennan, 1985; Rudnick and Gao, 2003).

Since 1993, an NGR system on the Ocean Drilling Program (ODP)/Integrated Ocean Drilling Program (IODP) drillship JOIDES Resolution has successfully been measuring NGR emitted by marine sediment and rocks of varying lithologies (Blum et al., 1997). Additionally, there is a history through Deep Sea Drilling Project (DSDP)/ODP/IODP of downhole logging with NGR tools (Gealy, 1973; Hoppie et al., 1994; Blum et al., 1997; Sakamoto et al., 2003). However, the shipboard NGR system used prior to 2009 often required excessive NGR measurement time in order to produce reliable counting statistics, and hence conflicted with the flow of core processing otherwise imposed by the shipboard operations. Because of their composition in general, deep-sea sediments in particular pose a problem in this regard. This caused the NGR system to be underutilized.

In 2009, a new NGR system was installed on the JOIDES Resolution to quicken the pace of NGR measurements while providing the statistical reliability and quality of data needed (Vasiliev et al., 2011). Now, each core section (up to 1.5 m in length) requires only 10–60 minutes of instrument time to produce a high-resolution energy spectrum. This data from this spectrum can be rapidly converted to concentrations by combining analytical and modeling techniques. Due to instrument design, NGR counts for each set of spectral data are integrated over 40 cm of core length. Vasiliev et al. (2011) details the geometric layout of the improved system and provides an overview of its analytical capabilities, including spatial resolution.

While the new NGR system is a significant step forward, it is important to assess the instrument’s performance by comparing NGR-derived results to those from independent measurements. Here we compare the concentrations of U, Th, and K derived from the shipboard NGR instrument to shore-based inductively coupled plasma-mass spectrometer (ICP-MS) and inductively coupled plasma-emission spectrometer (ICP-ES) analyses of 38 samples collected during IODP Expedition 329 to the South Pacific Gyre. The samples are metalliferous pelagic clays and carbonate oozes (D’Hondt et al., 2011). We highlight several simple, yet vital, correc-
Technical Development

The improved NGR instrument (Vasiliev et al., 2011) was used during IODP Expedition 329. Prior to analyzing each core section (1.5 m maximum) for 60 minutes.

The freeze-dried concentrations of major oxides determined by ICP-ES were normalized to 100% to represent dry, volatile-free concentrations of K to better compare with concentrations from samples dried in a convective oven (see text). Column 3 reports the freeze-dried ICP-ES K (wt%, measured at λ=766.490nm) concentrations prior to normalization, and column 4 reports the normalized K (wt%) concentrations. Columns 7–9 report the raw NGR estimates of U, Th, and K concentrations. Column 10 reports the bulk density to dry density ratio from the MAD data that was used to correct the NGR data from wet concentration to dry concentrations. There was limited moisture and density (MAD) data that was co-located with our samples, so we averaged the density data from similar samples at each site that showed a consistent gamma-ray attenuation (GRA) density. Column 11–13 report the density-corrected NGR results.

Table 1. Concentrations of U, Th, and K from the ICP-MS, ICP-ES, and NGR measurements.

<table>
<thead>
<tr>
<th>Site/ Hole</th>
<th>Depth (mbsf)</th>
<th>U ICP-MS ppm</th>
<th>K ICP-ES Not Normalized w%</th>
<th>K ICP-ES Normalized w%</th>
<th>Th ICP-MS ppm</th>
<th>U NGR Uncorrected ppm</th>
<th>Th NGR Uncorrected ppm</th>
<th>Bulk/Dry MAD Density</th>
<th>K MAD Normalized ppm</th>
<th>U NGR Corrected ppm</th>
</tr>
</thead>
<tbody>
<tr>
<td>1366B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1367B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1368B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1369B</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The freeze-dried concentrations of major oxides determined by ICP-ES were normalized to 100% to represent dry, volatile-free concentrations of K to better compare with concentrations from samples dried in a convective oven (see text). Column 3 reports the freeze-dried ICP-ES K (wt%, measured at λ=766.490nm) concentrations prior to normalization, and column 4 reports the normalized K (wt%) concentrations. Columns 7–9 report the raw NGR estimates of U, Th, and K concentrations. Column 10 reports the bulk density to dry density ratio from the MAD data that was used to correct the NGR data from wet concentration to dry concentrations. There was limited moisture and density (MAD) data that was co-located with our samples, so we averaged the density data from similar samples at each site that showed a consistent gamma-ray attenuation (GRA) density. Columns 11–13 report the density-corrected NGR results.
For each NGR-measured $^{40}$K peak, we converted the area under the background-corrected spectral peak (Vasiliev et al., 2011) to concentrations based on the cps/concentration ratio of a K standard (with natural abundances of K isotopes) and the mass of the sediment that contributed to the radiation received by each NaI detector. Each detector receives radiation from ~20 cm of core on either side of the detector, and thus all NGR measurements are integrated over ~40 cm (Vasiliev et al., 2011).

The mass of sediment is determined by convolving the NGR detector response function with core densities and core volumes. The “core volume” term in the calculation is the volume of the cylindrical K standard in the visible range of the NaI detector, where core densities are measured with the shipboard gamma-ray attenuation (GRA) system. The statistical error of GRA densities is estimated to be less than 0.5%, and errors in accuracy are less than 5% (Blum, 1997). The error in the GRA density combined with statistical counting and systematic error for the NGR measurements is estimated to be ~7%–8% for K.

For much marine sediment, including those we describe here from the South Pacific Gyre, U and Th cannot be calibrated by simple comparison to a standard because the concentrations are too low given a reasonable measurement time, and the dynamic range of available standard reference materials is too narrow. Instead, we estimated U/K and Th/K ratios by comparing the measured NGR spectra to spectra generated by Monte Carlo simulations (Sambridge and Mosegaard, 2002).

The Monte Carlo simulations were performed on the JOIDES Resolution using the GEANT 3.21 simulation tool designed at CERN (Brun et al., 1994; Vasiliev et al., 2011). A single Monte Carlo-simulated spectrum that was generated using a unique combination of $^{238}$U, $^{232}$Th, and $^{40}$K activity ratios will best match the experimentally measured spectrum and reveal the U/K and Th/K ratios. The concentrations of U and Th can then be calculated by multiplying these ratios by the concentrations of K determined from the calibration standard. The spectral analysis for the NGR system that computes elemental concentrations for U, Th, and K are based on natural abundances of the isotopes $^{238}$U, $^{232}$Th, and $^{40}$K (Vasiliev et al., 2011). The statistical error for the Monte Carlo simulations is negligible, but systematic errors are ~10% and in many cases may be much lower.

**ICP-MS and ICP-ES Quantification of U, Th, and K Concentrations**

To assess the accuracy of the U, Th, and K concentrations generated from the shipboard NGR, we selected 38 samples from discrete depth intervals from Holes U1366B, U1367B, U1368B, and U1369B (Table 1). We used well-established ICP-MS and ICP-ES methods to determine accurate and precise concentrations of these 38 samples (Murray and Leinen, 1996; Martinez et al., 2007; Ziegler et al., 2007). We freeze-dried, powdered, and digested the samples in a sealed heated acid cocktail containing HNO$_3$, HCl, HF, and H$_2$O$_2$. Additions of boric acid after the initial digestion neutralized the HF. We analyzed the solutions at Boston University on a VG PlasmaQuad Excell ICP-MS for U and Th concentrations, and on a Jobin Yvon Ultima C ICP-ES for K concentrations. Based on replicate analysis from the powder weighing step onward, the precision of the K measurement is 4% of the measured value, and the precision of both U and Th is 2% of their respective measured values. To ensure accuracy, we analyzed the BHVO-2 Standard Reference Material (Wilson, 1997; U.S. Geological Survey) independent from our calibrations. Our measured values agree with the reported values (and their reported uncertainty) within analytical precision. Because of this high precision and accuracy, in our discussion we consider the ICP-MS and ICP-ES data (Table 1) to be the benchmark against which we assess the NGR results.

**Importance of Accurate Sediment Density Measurements**

Sediment density is a critical parameter when comparing U, Th, and K concentrations from NGR measurements to ICP-MS and ICP-ES methods. The concentrations derived from NGR are based on a GRA density, which represents a bulk, wet density. In contrast, the ICP-MS and ICP-ES analyses require that the samples be freeze-dried before dissolution, and thus the ICP-MS and ICP-ES data are a concentration based on a dry sample weight. Therefore, a density correction (wet to dry) is required prior to comparing shipboard NGR-based concentrations to shore-based ICP-MS and ICP-ES concentrations. This density correction is theoretically straightforward, but in reality there are a number of different parameters that need to be considered throughout the density correction process due to the density measurement techniques, the physical nature of core material, and other aspects of NGR analysis.

We took advantage of the moisture and density (MAD) data collected during Exp. 329 to determine the bulk wet density/dry bulk density ratio ($\rho_{bulk}/\rho_{dry}$) and to correct the NGR-based measurements for direct comparison with the ICP-ES based concentrations according to the following relationship:

$$[K(\text{wt%})_{\text{ICP-ES}}] = [\rho_{bulk}/\rho_{dry}] [K(\text{wt%})_{\text{NGR}}].$$

Different methods of drying sediment can lead to disparities between data sets. Following typical standard protocol, the Exp. 329 shipboard scientific party measured the wet and dry sediment densities by weighing ~7 cm$^3$ of wet sediment, drying the sample in a convection oven at 105°C ± 5°C for more than 24 hours, cooling it in a desiccator, and then reweighing it to determine the MAD bulk and dry densities.
The accuracy and precision of the MAD masses determined on the JOIDES Resolution while at sea are both stat-ed to be ~0.1% (Blum, 1997), which are likely to be low estimates.

Baking the sediment in a convective oven to measure dry density ($\rho_{\text{dry}}$) removes an undetermined amount of the interlayer water from clay minerals and also potentially drives off some CO$_2$ from carbonates, regardless of mineralogy. However, freeze-drying the sediment for ICP-MS and ICP-ES analyses retains the interlayer water and CO$_2$. Therefore, the dry weights on which the ICP-MS and ICP-ES concentrations are based are different from the dry weights on which the NGR calculations are based, even after the density correction (Fig. 2c) causes the NGR results to underestimate ICP-ES concentrations, decreasing the accuracy (slope=0.38) but leaving the correlation unchanged ($R^2=0.94$). Application of both the density correction and the anhydrous correction (Fig. 2d) results in the best comparison between datasets (slope=1.12) and essentially retains the best correlation ($R^2=0.96$).

While seemingly straightforward, the density measurements themselves also contain nuances that affect the data (Blum, 1997) and are the likely cause of the 1.12 slope value. Since we use the MAD bulk density and dry density as a ratio in Equation 1, any errors in the bulk volume measurement arithmetically cancel and do not affect the results. However, the GRA bulk densities used in converting NGR cps to concentrations can be skewed toward lower values by fractures, gaps, or expansion/compression in the sediment cores that result from pressure changes, mechanical stretching, gas escaping, or other disturbances during the coring process. Additionally, the gamma-ray attenuation (GRA) measurements assume that the average attenuation coefficient is constant for the measured material, which may not be the case if the characteristics of the sediment core vary (Blum, 1997). These factors, coupled with the fact that MAD and NGR data are not always co-located, contribute to the observed scatter between the NGR and ICP-ES data for K.

Additional sources of error may originate from the differences in sampling resolution between the NGR system and ICP-MS and ICP-ES analyses. As noted previously, the NGR measurements integrate over ~40 cm of core length (Vasiliev et al., 2011). In this study, the ICP-MS and ICP-ES methods sampled over 10-cm intervals. The different resolutions

Figure 2. ICP-ES vs. NGR concentrations of K wt% for 38 samples from 4 holes in the South Pacific Gyre. [A] Raw data before the NGR data was density corrected and before the ICP-ES data were normalized to anhydrous values. [B] The K wt% correlation plot after the NGR estimates have been density corrected, but without the normalization of ICP-ES concentrations. [C] The normalized ICP-ES concentrations of K wt% plotted against the NGR data that have not been density corrected (D) The final results correlating normalized ICP-ES concentrations of K wt% with the density-corrected NGR estimates of K wt%.
alone may produce error of up to 5%–10% between the two data sets, with stratigraphic lithological contrasts being smears in the NGR data. Contrasts in lithology, either within one site or between the sites, may also influence the scatter.

Thus, there are a number of factors contributing to the inconsistencies between the NGR and ICP data. Because we calculate the NGR-based U and Th data from the ratio to K concentrations, the scatter within the K dataset will propagate through to the U and Th data as well (Fig. 3). Comparisons between our NGR and ICP-MS values of Th reveal good accuracy (slope = 1.05) but a degraded correlation (R² = 0.87) relative to the K comparison. U comparisons show less accuracy (slope = 1.20) and a poorer correlation (R² = 0.67) between the datasets. We further note that the U comparative plot is the only one that has a significant y-intercept (Fig. 3). This may reflect the impacts of secular disequilibrium, as described in the next section, or merely that U is the lowest concentration element of the three measured by NGR and thus may be expected to be the least precise.

U-Series Secular Disequilibrium

Several samples from shallow depths in the cores show large disparities between NGR and ICP-MS concentrations of U, which we interpret as indicating that the system is not in secular equilibrium. This trend arises from the difference in chemical properties of 238U and 230Th in seawater and manifests itself in our data because of the inherent differences between what each technique measures. ICP-MS measures 238U directly, while NGR infers 238U concentrations by measuring the decay of 214Bi, its daughter product.

A system is in secular equilibrium when the concentration of each radioactive isotope in a decay chain series is solely dictated by the amount of decay of its parent isotope (Faure and Mensing, 2004). Over time, an isolated radioactive system will approach secular equilibrium, typically taking about six times the half-life of the longest-lived daughter to fully equilibrate (Bourdon et al., 2003). Thus, the 238U, and 232Th-decay series require approximately 1.5 Myr and 40 years, respectively, to reach secular equilibrium.

The equilibration process is disrupted if there is a separation between parent and daughter isotopes in the system, which commonly occurs between U and Th in seawater. When 238U dissolved in seawater eventually decays to 230Th, the 230Th daughter product is rapidly scavenged and deposited on the seafloor (Bacon, 1984). Thus, the surface of the seafloor becomes enriched in 230Th and subsequent daughter products relative to the concentration of the 238U parent present. At the seafloor, the initial system is not in secular equilibrium, but as time passes and the sediment is buried, the system approaches a state of equilibrium.

The most shallowly buried samples analyzed in this study in Holes U1367B, U1368B, and U1369B show significantly higher U concentrations estimated from NGR than from ICP-MS (Fig. 4). We interpret that this difference results from the excess of 238U-decay daughter products on the seafloor and can be measured by NGR spectroscopy before the system has reached secular equilibrium. In contrast, ICP-MS analysis of 238U only measures the parent product (and not the daughter products) and thus more accurately quantifies U concentrations in samples that are not at secular equilibrium. Our interpretation is supported by the complete NGR profiles from Exp. 329 (D’Hondt et al., 2011) that show a more gradual decline in 214Bi gamma radiation deeper down each hole.

Sedimentation rates in the South Pacific Gyre are on the order of 0.1–1 m Myr⁻¹ (Expedition 329 Scientists, 2011) and consequently, the sediment reaches secular equilibrium in less than 1.5 meters below the seafloor. NGR measurements of sediment from other regions with higher sedimentation rates may give the appearance that 238U and 232Th concentrations decline over a greater depth below the seafloor. For example, during the Pacific Equatorial Age Transect (PEAT) IODP expeditions (Palike et al., 2010), the NGR system measured high concentrations of 238U-series isotopes near the seafloor, due to the enrichment in the daughter product 230Th, and exponentially decayed to a low concentration at depth as secular equilibrium was achieved (T. Williams, G. Winckler, and M. Lyle, pers. comm., 2012; Williams and Winckler, 2012).

Considerations for Future Applications

Our study shows that after employing the various corrections, use of the NGR/Monte Carlo technique onboard the JOIDES Resolution has the potential to rapidly determine U, Th, and K concentrations in marine sedimentary sequences, and thus contribute to the successful achievement of drilling objectives.

The accuracy and precision of the required NGR density corrections, however, depends on the accuracy and precision of both the wet and dry weight measurements. Accurate characterization of the wet vs. dry density in core materials is therefore essential to ensure the accuracy of U, Th, and K concentrations determined from the NGR measurements.
One methodological improvement in this regard would be to dry sediment for MAD data on the JOIDES Resolution using a freeze-drier rather than a convection oven. Indeed, this was originally suggested by Blum (1997) and would eliminate the need for the anhydrous correction shown in Fig. 2c. Reported values should fully describe how density was measured.

Quantifying the wet to dry density ratio should be done as precisely as possible for a variety of samples from different lithologies throughout the sediment sequence that is being analyzed for NGR to reduce scatter produced by different lithologies and their transitional boundaries. Additionally, the shipboard ICP-ES could be used to quantify concentrations of elemental K in the core material, thereby checking the NGR system’s accuracy while at sea. If the ICP samples are freeze-dried and the NGR samples continue to be oven-dried, then all ten major elements will need to be determined by ICP in order to facilitate the anhydrous-based data conversion. When incorporating the various data sets (GRA, MAD, NGR, ICP-ES and/or ICP-MS), samples must be co-located when possible to further enhance appropriate application of the density and anhydrous corrections.

Secular disequilibrium in young marine sediment near the seafloor should also be considered when determining the U and Th concentrations with the NGR system because it measures the daughter products of 238U and 232Th instead of the parent isotope. In the South Pacific Gyre, slow sedimentation rates cause the upper several decimeters of sediment cores from three sites to be in 238U-series secular disequilibrium, while the 232Th-series appears to be fully equilibrated throughout the sediment column.
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