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CASE STUDY I: GANGA RIVER BASIN MANAGEMENT SYSTEM
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Figure 5. Integration of river Ganga basin geospatial databa

 

utilized according to application demand. For example, in case we have large amount of data that has to be processed in 

short time, we need more fog nodes. In this paper, we used two number of fog devices for analysis and processing. 

However, the number of devices would not change the architectural advantages. 
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Machine learning approaches in FogLearn

K-means clustering technique is a type of unsupervised machine learning approach

things together. Primarily, it has defined with 

points near to the possible from each other. 

have minimum distance to the center added to that cluster

cluster points and the mean becomes the new centroid

clusters are stable. The k-means algorithm is easy to implement and robust

and recently it has utilized in many of the geospatial

case study, K-means algorithm has written in R

 

In the present study, it has taken the well location

geospatial database is stored in the system 

Quantum GIS desktop environment. The 

parameters which are investigated i.e. WellCode, 

file format. It has done with several cases according to the

means clustering on longitude and latitude 

clustering on longitude and latitude where it 

the Ganga basin. From Figure 6 (b), it has visualized that there a

lies with Ganga. Similarly, Figure 6 (c) has 

well type. Well type is divided into 4 types i.e.

the more dug wells are associated with the basin of Ganga.

Figure 6. (a) five cluster in k-means approach;

Ganga river basin. 
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From the above clustering analysis, it experimented that there is required to add additional fog nodes in between 

computing layer to cloud computing layer. So, 

efficient management of geospatial data.  

 

 

CASE STUDY II: PREDICTION OF DIABETES IN 

Diagnosing patients with Diabetes mellitus

Diagnosing the diabetes mellitus is highly required in t

diabetic person is different than a normal person. For detecting whether a person is diabetic or not, the features which are 

taken in this work are 1) Plasma glucose concentration 2) Diastolic blood pressure 3)2

Body mass index 5) Diabetes pedigree function 6

embedded smart phones. For experimental purpose, a standard dataset from UCI learning repository 

Merz)is taken and used. In this dataset, there are 768 samples present, out of which

and 168 samples are employed for testing purpose

 

The proposed model is based on handling medical big data. So

classification tools like neural networks are substituted by deep neural network.  

diabetes people is done by using a simple deep neural network

Deeplearning4j tool. Deep learning 4j is java based open source library for creating and deploying deep neural network

These libraries are customized through an Inteli

tailored according to the suitability of the current data. The classification accuracy is coming as 81.89%. This measure is 
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Figure 7. (a) K-means clustering plot for two clusters on training

 

CONCLUSIONS 

In the present research paper, River Ganga Basin geospatial database 
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Raspberry Pi were used as fog processors in fog computing layers. Fog nodes not only reduce storage requirements but 

also results in efficient transmission at improved throughput and latency. 

From the above clustering analysis, it experimented that there is required to add additional fog nodes in between 
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client layer and cloud. The edge computing done on fog nodes creates an assistive layer in scalable cloud computing. 

With increasing use of wearable and internet-connected sensors, enormous amount of data is being generated.  

 

The cloud could be reserved for long-term analysis. Fog computing emphasizes proximity to end-users unlike cloud 

computing along with local resource pooling, reduction in latency, better quality of service and better user experiences. 

This paper relied on Fog computer for low-resource machine learning. As a use case, we employed deep neural network 

to classify and predict diabetes disease on patients with diabetes. Proposed FogLearn architecture is showing around 

81% of accuracy in prediction of analysis. Fog computing reduced the onus of dependence on Cloud services with 

availability of big data. There will be more aspects of this proposed architecture that can be investigated in future. It can 

expect fog architecture to be crucial in shaping the way big data handling and processing happens in near future. 
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