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Figure 4. This diagram illustrates the structure of a conventional feed-forward back-propagation neural
network model

x(t) Hidden Layer with Delays

h Output Layer
\@'i ~ y(®

Figure 5. This diagram illustrates the structure of the artificial neural network (ANN) model developed
in this work.

In the developed model structure (Figure 5), the input and output variables are established for the
evaluation of water quality. Multiple layers of neurons of the developed ANN structure with nonlinear
transfer functions let the network assess nonlinear and linear relationships that underlay input and
output vectors. The final output layer is linear, allowing the network to produce values outside the
range —1 to +1.

2.5.1. ANN Parameter Selection: Hidden Layers and Nodes

The number of hidden layers in ANN model is usually determined by trial and error. The number
of training set samples should be higher than the number of synaptic weights, a rule of thumb for
defining the number of hidden nodes [31,32]. Most ANN modelers usually consider a one-hidden-layer
network (i.e., the number of hidden nodes is between input nodes and (2*(input nodes) + 1) [30]).
However, hidden nodes should not be less than the maximum of one third of input nodes and the
number of output nodes. The optimum value of hidden nodes is fixed by trial and error. Networks
with minimum number of hidden nodes are usually preferred due to better generalization capabilities
and fewer overfitting problems. For this study, a trial and error procedure for the number of hidden
node selection was carried out by gradually changing the number of hidden layer nodes.

2.5.2. ANN Parameter Selection: Learning Rate and Momentum

The functions of the learning rate and momentum parameters are to enhance model training and
ensure that error is reduced. There is no precise rule for the selection of values for these parameters.
Here, the learning rate was controlled by internal validation: after the end of each epoch, the weights
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were updated. The number of epochs with the smallest internal validation error indicates which
weights to select [33]. In this study, the learning rate for the weights connecting input layer and the
hidden layer was set at double the size of the learning rate for the weights connecting the hidden layer
to the output layer, to increase the rate of network convergence. The momentum was initially fixed at
a value of 0.015, with the number of hidden nodes initially estimated as number of input nodes +1,
similar to the study conducted by Maier and Dandy (1996) [34].

2.5.3. ANN Parameter Selection: Initial Weights

When the weights of a network is trained by BP, it is always better to initialize from small, non-zero
random values, although ANN modelers can start over with a different set of initial weights [22,23].
In this study, the amplitude of a connection between two nodes (synaptic weights) of the proposed
ANN networks was adjusted using the normally distributed random numbers having the range from
-1to1.

2.5.4. ANN Parameter Selection: Selection of Input Variables

In an ANN, one of the main tasks is to determine the model input variables that significantly
affect the output variable(s). The selection of input variables is usually related to a priori knowledge
of output variables, inspections of time series plots, and statistical analysis of potential inputs and
outputs. In this study, the input variables for the present neural network modeling were selected
based on a statistical correlation analysis of the runoff quality data, the prediction accuracy of water
quality variables, and domain knowledge. Domain knowledge is the specific field knowledge that
supports interpretation of data when applying machine learning algorithms like regression, stepwise
approach, and classification to predict some test data [35]. In a stepwise approach, separate networks
are trained for each input variable [36]. We experimented with the water quality variables included
in the parameters listed above in several models to both identify the optimal predictive model and
reduce the monitoring cost by including fewer input parameters. After selecting the appropriate input
variables, the next step involved determining appropriate lags for each of these variables. The selected
appropriate input variables are rainfall amount, duration of rainfall, intensity, runoff coefficient, runoff
depth, peak discharge, turbidity, total suspended solids (TSS), dissolved organic carbon (DOC), sodium,
chloride, and total nitrate concentrations that were used to develop the ANN model. Appropriate
lags are needed for complex problems, where the numbers of potential inputs are significant, and no a
priori knowledge is available. Lags allow the model to establish significant connection or bonding
between the output and the input variables. By doing so, the best network performance is retained,
and the effect of adding each of the remaining inputs in turn is assessed. The correlations between
the input variables and output variables are computed separately for each lagged input variable [37].
In this study, optimal networks for each of these combinations were obtained with these time-lagged
variables, and the results were compared with the target dataset.

2.5.5. ANN Parameter Selection: Data Partition

It is essential to divide the data set in such a way that both training and overfitting test data sets
are statistically comparable. The test set should be approximately 10-30% of the size of the training
set of data [38]. In this study, the water quality data were divided into three partitions: the first set
contained 70% of the records used as a training set, the second test contained 15% of the records
and was used as an overfitting test set, and the rest of the data (15%) were used as the validation
set. This process is necessary, because the efficiency of the developed neural network model is highly
dependent on the quantity and quality of the data as stated by Palani et al., 2008 [18].



