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Microstructure-Guided Numerical Simulation to Predict the Thermal Performance of a Hierarchical Cement-Based Composite Material

Sumanta Das¹, Matthew Aguayo², Subramaniam D. Rajan³, Gaurav Sant⁴, Narayanan Neithalath⁵

ABSTRACT
This paper presents a microstructure-guided numerical homogenization technique to predict the effective thermal conductivity of a hierarchical cement-based material containing phase change material (PCM)-impregnated lightweight aggregates (LWA). Porous inclusions such as lightweight aggregates embedded in a cementitious matrix are filled with multiple fluid phases including phase change material to obtain desirable thermal properties for building and infrastructure applications. Simulations are carried out on realistic three-dimensional microstructures generated using pore structure information. An inverse analysis procedure is used to extract the intrinsic thermal properties of those microstructural components for which data is not available. The homogenized heat flux is predicted for an imposed temperature gradient from which the effective composite thermal conductivity is computed. The simulated effective composite thermal conductivities are found to correlate very well with experimental measurements for a family of composites considered in the paper. Comparisons with commonly used analytical homogenization models show that the microstructure-guided simulation approach provides superior results for composites exhibiting large property contrast between phases. By linking the microstructure and thermal properties of hierarchical materials, an efficient framework is available for optimizing the material design to improve thermal efficiency of a wide variety of heterogeneous materials.
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1. INTRODUCTION

Hierarchical materials contain structural elements which themselves have a structure [1]. The performance enhancements resulting from such structural hierarchy is of great interest since it offers an ability to tailor materials for desired properties. Several classes of composites including carbon fiber reinforced epoxy/clay, and glass fiber reinforced vinyl ester with carbon nanotubes [2–6], and biological materials such as wood and nacre [7,8] exhibit structural hierarchy. Thus, hierarchical materials with multiple design degrees of freedom associated with microstructural features and compositions at different length scales enable new avenues towards design of innovative materials. Microstructural design of such materials requires computational models capable of linking the material structure at different length scales to the performance, in addition to incorporating the influences of heterogeneity. The effective properties of hierarchical materials have been predicted using analytical schemes such as the Mori-Tanaka method [9–11], double inclusion method [11–14], and self-consistent schemes [15–17]. While popular because of their simplicity, these techniques are not adequately accurate when large contrast in constituent properties exist, or the volume fractions of the dispersed components are very high [18–20]. Computational techniques generally overcome these drawbacks [20–26].

This focus of this paper is on a suitable numerical modeling framework that integrates the material structure and component thermal properties to predict the thermal performance of a cementitious composite containing porous inclusions (lightweight aggregates (LWA)), which in turn are filled with different fluid phases. One of the constituents impregnated into the pores is a phase change material (PCM), which leads to several desirable properties of the composite as outlined later in this section. The PCM-impregnated LWA mortar system exhibits structural features at two different hierarchical length scales: (i) lightweight aggregate (LWA) inclusions embedded in the hardened cement paste matrix, and (ii) pore structure inside the LWAs manipulated through partial/complete impregnation of PCMs. In the latter length scale, the system typically consists of pores that contain air, water, and/or the PCM, depending on the amount of PCMs required for a given application, and the porosity and absorption capacity of the LWA. Such composites provide a wide array of benefits to buildings and infrastructure, including energy efficient building envelopes with adequate structural capacity [27–30], limiting the number and/or intensity of freeze-thaw cycles experienced by concrete in bridge-decks, thereby reducing damage [31,32], and reducing the temperature rise in fresh and hardened concrete thereby controlling thermal deformation and stress development [33]. A conceptual illustration of the hierarchical nature of this material (i.e., porous LWAs embedded in cement paste,
and the pores of LWAs filled with different phases – water, air, or PCM – having vastly different thermal properties), is shown in Figure 1.

Figure 1: A conceptual illustration of “structure within the structure” in LWA concrete/mortar. The inclusion phase is a multi-phasic porous solid which can host water, air and/or PCM.

The numerical technique presented in this paper provides a framework to predict the effective properties of such materials and enables their design for multifunctional applications. Here, a two-step, finite element-based microstructure-guided numerical homogenization scheme is used to develop design strategies that tailor the composition and microstructure of these systems for desired thermal performance.

2. MICROSTRUCTURE-GUIDED NUMERICAL SIMULATION FOR EFFECTIVE THERMAL PROPERTIES OF COMPOSITE MATERIALS

This section elucidates the microstructure-guided numerical simulation approach for the prediction of effective thermal behavior of PCM-impregnated LWA mortars. At each length scale, the following methodology is incorporated: (1) generation of the representative volume element (RVE); (2) assignment of intrinsic thermal conductivities to the component phases in the RVE; (3) application of periodic boundary conditions [20,34,35] to account for the realistic periodicity of the RVE; (4) finite-element (FE) analysis on the meshed RVE with an imposed temperature gradient; and (5) determination of volume-averaged heat flux to obtain effective thermal conductivity through a post-processing module. The above-mentioned framework is generic and can be tailored to form an interactive module that integrates different length scales of hierarchical materials for effective property prediction. For instance, when the intrinsic elastic constants are assigned to the components, and appropriate boundary conditions are imposed on the RVE, effective elastic properties can be predicted.
2.1 Generation of Representative Volume Element (RVE)

Lubachhevsky-Stillinger algorithm [36–39] is used to generate the RVE. This algorithm employs a hard particle contact model and hence particle overlaps are not allowed. The shape of the RVE is a cube. The desired number of particles in a periodic bounding box are randomly distributed in the cube. The initial velocities of the particles in the box are randomized, while the initial radius of each particle is set to zero. The radius of any particle in the next event is a function of the growth rate. This rate is designed to attain the desired particle size distribution. Through several iterations, the particles change position in the bounding box, collide and grow in order to obtain the desired volume fraction. The formulations of particle growth rate, velocity of particles in the bounding box, and updating of the particle positions that are integral to the microstructure generation procedure, are extensively described in [20,36–39]. The microstructural information thus obtained is implemented through a Python language script to enable it to be imported to a FE software such as ABAQUS.

2.2 Boundary Conditions

Periodic boundary conditions (PBC) [20,34,35,40] are used on the generated RVE. By taking advantage of periodicity, a smaller but computationally efficient domain is generated, and rapid convergence is obtained [20,34,35]. Periodic boundary conditions ensure temperature continuity and heat flux continuity at the boundary of the neighboring unit cells. Figure 2(a) shows the schematic periodic arrays of repetitive unit cells and Figure 2(b) shows the periodic boundary conditions applied to one of such unit cells. Here, \( s^+ \) and \( s^- \) are \( s \)th pair of two opposite parallel boundary surfaces of the unit cell as shown. The difference between the temperatures of the two opposite parallel boundary edges is given as:

\[
T^{s+} - T^{s-} = \left( \frac{\partial T}{\partial x_j} \right) \Delta x_j^s
\]  

(1)

For a pair of opposite parallel boundary edges, \( \Delta x_j^s \) is constant for a specified temperature gradient. Equation 1 is applied as the nodal temperature constraint in the FE microstructural analysis. The temperature gradient is applied to the system of equations through a reference node that is not attached to any element and just acts as a carrier. These sets of linear constraint equations are appended to the previously generated Python language script containing microstructural information. Further details on periodic boundary conditions and its implementation into a FE framework are
described in detail in [35,41–43]. A temperature gradient is imposed on the faces of the 2D unit cell in the \( x_1 \)-direction such that:

\[
at x_1 = 0, \ T(0,x_2) = T_0 \text{ and at } x_1 = L, \ T(L,x_2) = T_L
\] (2)

Figure 2: Schematic representative element area (REA) under applied temperature gradient with periodic boundary conditions

2.3 Numerical Homogenization for Effective Thermal Performance

The RVE is meshed and the heat flux response for the applied temperature gradient on the RVE is obtained using ABAQUS\textsuperscript{TM} solver. The steady-state heat diffusion is considered for the matrix and inclusion phases as:

\[
\nabla^2 T_M = \nabla^2 T_i = 0
\] (3)

where \( T_M \) is the temperature of the matrix and \( T_i \) is the temperature of the inclusion. A post-processing module computes the effective volume- or area-averaged heat flux using a Matlab\textsuperscript{©} subroutine that operates on the data file generated by ABAQUS\textsuperscript{TM} containing elemental volumes and the average elemental heat flux. The effective thermal conductivity (\( \lambda_{\text{eff}} \)) of the composite is determined as:

\[
\lambda_{\text{eff}} = -q^e_{x_1} \left( \frac{L}{T_L - T_0} \right)
\] (4)

where \( q^e_{x_1} \) is the homogenized (volume-/area-averaged) heat flux in the RVE along the \( x \)-direction, \( T_L - T_0 \) is the imposed temperature difference on the face of the unit cell, \( L \) is the domain length, and \( A \) is the cross-sectional area of the unit cell. Figure 3 summarizes the FE analysis and data processing sequence.
Figure 3: Numerical analysis procedure showing the input parameters, microstructural generation, application of periodic boundary conditions, meshing, homogenization, and determination of average RVE heat flux for an imposed temperature gradient, and the effective composite thermal conductivity.

3. APPLICATION OF THE MODEL TO CEMENTITIOUS COMPOSITES CONTAINING POROUS, FLUID-FILLED INCLUSIONS

The application of the microstructure-guided numerical simulation approach towards prediction of thermal conductivity of cementitious mortars containing LWAs impregnated with PCMs, is illustrated in this section. As shown in Figure 1, the pore space in LWAs can contain PCM, water, and air. The experiments carried out on LWAs and mortars without PCMs are reported first since some of the experimental data, especially those relating to the physical properties of the LWAs, are needed for numerical modeling.

3.1 Experiments on LWAs and Mortars

A commercially available Type I/II ordinary portland cement (OPC) conforming to ASTM C 150, a paraffin-based phase change material (PCM) supplied by Entropy Solutions (PureTemp 24X), and four different light weight aggregates (LWA) were used to proportion the mortars used in this study. The LWAs used were pumice (PU), perlite (PE), expanded shale/clay (ESC), and expanded slate (ES). Coarse sand (CS), having a median particle size of 600 µm was used in the control mortar. The median particle
size ($d_{50}$) of OPC was 10 µm, and the median particle size for the LWAs ranged between 800 and 1200 µm [43].

The porosities and pore diameters of the different LWAs were characterized using mercury intrusion porosimetry (MIP), as reported in [43–45]. To determine the absorption of PCM into the pores of the LWA, a known mass of LWA was soaked in the liquid PCM kept above its phase change temperature, for 72 hours. After this time, the soaked LWA was placed in a fine mesh to allow the excess PCM to drain, and then weighed. Table 1 shows the physical characteristics of all the four LWAs including the average specific gravities (oven and saturated surface dry), average pore diameters, porosities, and PCM absorption capacities after 72 hours of immersion.

### Table 1: Physical properties of lightweight aggregates [43]

<table>
<thead>
<tr>
<th>LWA</th>
<th>S.G. (OD)</th>
<th>S.G. (SSD)</th>
<th>PCM Absorption capacity, % by vol.</th>
<th>Average Pore Diameter (µm)</th>
<th>Porosity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pumice</td>
<td>1.45</td>
<td>1.75</td>
<td>21.1</td>
<td>516</td>
<td>0.39</td>
</tr>
<tr>
<td>Perlite</td>
<td>1.72</td>
<td>1.81</td>
<td>11.2</td>
<td>580</td>
<td>0.15</td>
</tr>
<tr>
<td>Exp. Shale/Clay</td>
<td>1.07</td>
<td>1.33</td>
<td>15.7</td>
<td>361</td>
<td>0.53</td>
</tr>
<tr>
<td>Exp. Slate</td>
<td>1.77</td>
<td>1.99</td>
<td>10.6</td>
<td>247</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Using the above-mentioned materials, ten different mixtures were proportioned. The mortar samples were proportioned with a constant paste (cement + water) volume of 50%. For the LWA mortars, 5% of PCM by overall volume of the mortar was incorporated by adjusting the amount of LWA impregnated with the PCM, to be used in the mortar. The mixture proportions, methodology to obtain desired volume fractions of the PCM in the composite, and the mixing procedure are detailed in [43].

Table 2 shows the volume fractions of the different phases in PCM-impregnated LWA mortars. The porosity was obtained using MIP. It should be noted that the absorption capacity under normal atmospheric pressure conditions is lower than the porosity of the LWA. The air content is determined by subtracting the absorption capacity from the porosity. The volume fraction of the PCM is kept constant at 5% with respect to the overall volume of the LWA mortar. The water content is determined by subtracting the volume fraction of PCM absorbed from the LWA absorption capacity. The water contents in the LWAs without PCM incorporation (PU0, PE0, ES0 and ESC0) are taken as equal to their
respective absorption capacities. Volume fractions of different phases in LWAs are used to generate the RVEs for numerical simulation as explained later in this paper.

Table 2: Fractions of solid, water, PCM, and air in the LWAs in the PCM-impregnated mortars. The water comes from the saturated, non-PCM impregnated LWAs added to ensure that the total PCM volume fraction in the composite is 5%.

<table>
<thead>
<tr>
<th>LWA</th>
<th>Pore volume fraction</th>
<th>Solid volume fraction</th>
<th>Absorption capacity (=PCM content + water content)</th>
<th>PCM volume fraction</th>
<th>Water volume fraction</th>
<th>Air content (= Pore volume fraction – Absorption capacity)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pumice (PU)</td>
<td>0.39</td>
<td>0.61</td>
<td>0.211</td>
<td>0.1</td>
<td>0.111</td>
<td>0.179</td>
</tr>
<tr>
<td>Perlite (PE)</td>
<td>0.15</td>
<td>0.85</td>
<td>0.112</td>
<td>0.1</td>
<td>0.012</td>
<td>0.038</td>
</tr>
<tr>
<td>Exp. Slate (ES)</td>
<td>0.30</td>
<td>0.7</td>
<td>0.106</td>
<td>0.1</td>
<td>0.006</td>
<td>0.194</td>
</tr>
<tr>
<td>Exp. Shale/Clay (ESC)</td>
<td>0.53</td>
<td>0.47</td>
<td>0.157</td>
<td>0.1</td>
<td>0.057</td>
<td>0.373</td>
</tr>
</tbody>
</table>

Thermal conductivity for the different mortar mixtures was determined using a guarded hot plate apparatus in accordance with ASTM C177-13 [43]. Two identical (300 x 300 x 12 mm) plate specimens were used to ensure symmetrical heat flow, and averaged to obtain the thermal conductivity. The duration of testing for each specimen was between 6-10 hours, in order to establish a steady-state temperature gradient over the thickness of the specimen. Table 3 shows the experimental thermal conductivities of mortars where LWAs without PCM impregnation and with PCM impregnation are used as inclusions. Average values from three companion specimens are reported. The standard deviation of measured thermal conductivity values were always less than 0.04 W/m·°K. The numeral 0 or 5 after the identification letters for the LWAs denote the volume fraction of PCM in the mortar.

Table 3: Measured average thermal conductivities (W/m·°K) for different mixtures

<table>
<thead>
<tr>
<th>OPC Paste</th>
<th>Non-PCM impregnated mortars</th>
<th>PCM impregnated mortars</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PU0</td>
<td>PE0</td>
</tr>
<tr>
<td>0.75</td>
<td>0.66</td>
<td>0.70</td>
</tr>
</tbody>
</table>

3.2 Extraction of thermal conductivities of the solid phases of LWAs through inverse analysis

Prediction of bulk thermal conductivity of the composite material requires appropriate quantification of volume fractions and intrinsic thermal conductivities of the constituents the composite material, and the selection of an appropriate numerical simulation process that incorporates the effect of both the volume fraction and size distribution of the constituents.
While the thermal conductivities of water, PCM, and air (0.6, 0.15, and 0.025 W/m-K respectively) are well-known [46,47], the thermal conductivity of the solid phase of the different LWAs was obtained in this study through a two-step inverse analysis procedure using the experimental bulk thermal conductivities of the mortar mixtures containing water-saturated LWAs (non PCM-impregnated mixtures: PU0, PE0, ES0, ESC0) shown in Table 3. Needless to state, if the thermal conductivities of the solid phase of the aggregates could be determined either based on their mineralogy or any other means, this step would not be necessary.

Finite element analysis, as described in Section 2, is employed in the inverse analysis procedure to predict the thermal conductivity of the solid phase of LWAs. The detailed two-step inverse analysis procedure is described schematically in Figure 4. First, the non-PCM impregnated LWA mortar is considered as a two-phase medium. The thermal conductivities of the different LWAs were obtained from the experimentally measured effective thermal conductivities of the mortars and hardened cement paste as shown in Table 3. Second, using the thermal conductivity of the LWAs (containing water, air, and solid phases) obtained from the first step, and the known thermal conductivities of water and air, the thermal conductivity of solid phase in the LWAs is computed. The solid phase thermal conductivities obtained from inverse analysis for pumice, perlite, expanded slate, and expanded shale/clay are 0.74, 0.56, 0.79 and 1.01 W/m-K respectively, reflecting the differences in the mineralogy of these LWAs.
Figure 4: Inverse analysis procedure for the determination of thermal conductivity of the solid phase of LWAs.

3.3 Numerical homogenization for effective thermal conductivity prediction of LWA mortars containing PCM

The FE method is employed to predict the effective thermal conductivities of PCM-impregnated LWA mortars through numerical homogenization. The thermal conductivities of the solid phase of the different LWAs are used in the numerical simulation process to obtain the homogenized thermal conductivities of PCM-impregnated LWA mortar mixtures. The validation tests for the developed numerical homogenization scheme include comparison against experimentally obtained bulk thermal conductivities.

The two-step numerical homogenization process is schematically described in Figure 5. In the first step, solid phase of the LWAs, water-filled pores, PCM-filled pores and air-filled voids are homogenized together to obtain the effective thermal conductivity of LWAs. The next step homogenizes the LWAs with the hardened cement paste to obtain effective thermal conductivity of PCM-impregnated LWA mortars. The two-step homogenization process yields a computationally efficient procedure. It is important to note that the thermal contact conductance between the phases has not been considered for computational expediency. However, in the case of LWA particles in mortar, the inclusion-paste interface is reported to be a homogeneous, non-porous one [48]. This minimizes any potential effects due to the non-consideration of the contact properties as can be noticed from the simulation results reported in later sections.
Effective thermal conductivity prediction of composite mortars: 2D analysis: Figure 6(a) shows the virtual 2D microstructure of pumice aggregate, and Figure 6(b) shows the meshed microstructure. The measured volume fractions for different phases (solid, water, air, and PCM) present in pumice LWA (Table 1), and the size distribution of the pores obtained from MIP [43] are incorporated in the REA. The 2D REA has a size of 3 mm x 3 mm, which is more than five times larger than the average pore diameter of pumice LWA, thereby minimizing finite size effects. This size of REA was arrived at based on insignificant changes in predicted effective property when larger sizes (> 3 mm side length) were used. The REA was meshed using free quad-dominated 4-noded bilinear reduced integration plane strain quadrilateral elements (CPE4R element implemented in ABAQUS™). A mesh convergence study was conducted to establish the mesh size for FE analysis. The finest mesh (3595 nodes and 3618 elements) that yielded a converged solution is shown in Figure 6(b). Periodic boundary conditions were implemented on the 2D unit cell and thermal analysis was performed in ABAQUS™ (Section 2.3). Figure 6(c) shows the heat flux distributions for a temperature gradient of 5°C/mm (15°C temperature difference between boundaries which are 3 mm apart). The air-filled and PCM-filled pores show significantly lower heat flux due to their lower thermal conductivities as compared to the other phases present in the LWA. The area-averaged heat flux is used to compute the effective thermal conductivity of the PCM-impregnated LWA using Equation 4. This process was repeated for the other LWAs used in this study (Table 1). The obtained effective thermal conductivity of the aggregate inclusion, considering the presence and volume fractions of other phases in their pores (e.g., 0.405 W/m-°K for pumice), is used in the subsequent step to calculate the effective thermal conductivity of PCM-incorporated LWA mortars.
Figure 7 (a) shows the distribution of Pumice LWAs in the cement paste matrix, along with the meshed microstructure in Figure 7(b). Note that, while Figure 6 represents the microstructure of the LWA alone with its component solid and fluid phases, Figure 7 represents the microstructure of the LWA mortar containing the cement paste and the LWA. Thus these figures represent both the hierarchical length scales of the microstructures considered in this study.

The actual particle size distribution of Pumice aggregates [43] is used to create a realistic microstructure of the mortar in Figure 7. In this simulation too, a sufficiently large REA (five times the average size of LWAs) was chosen to ensure that the finite size effects are minimized. The heat flux distribution for a temperature gradient of 2°C/mm (15°C temperature difference between boundaries which are 7.5 mm apart) is shown in Figure 7(c). The heat flux in the microstructure is used to obtain the effective thermal conductivity of the mortars. For the case of PCM-impregnated pumice mortar the obtained value was 0.58 W/m-K. The 2D simulation results are compared with 3D simulation results and experimental measurements in the next section.

Figure 6: 2D Microstructure-guided numerical process to determine the effective thermal conductivity of PCM-incorporated LWAs: (a) 2D FE model showing the water-filled, PCM-filled, and air-filled pores in the LWA inclusions (Pumice); (b) Meshed REA; and (c) heat flux distribution (W/mm²) under an imposed temperature difference of 15°C between the faces.
Figure 7: 2D Microstructure-guided numerical process to determine the effective thermal conductivity of PCM-incorporated LWA mortars: (a) 2D FE model showing the LWA inclusions (Pumice) and matrix; (b) Meshed REA; and (c) heat flux distribution (W/mm²) under an imposed temperature difference of 15°C between the faces.

**Effective thermal conductivity prediction of composite mortars: 3D analysis:** While the use of 2D unit cells reduces the computational demand, it does not always provide a realistic representation of the material microstructure, especially when complex inclusion shapes or 3D interactions need to be considered. The computational demand for 3D analysis is considerably higher than that for 2D models, especially for multiple-component systems. The 3D analysis to obtain the effective thermal conductivity is also performed in two steps, similar to that shown in Figure 5. Figure 8(a) shows the representative volume element (RVE) for pumice LWA containing spherical voids filled with water, PCM, and air embedded in the solid pumice matrix, the volume fractions and size distributions for which were the same as shown in Figure 6. The 3D RVE has an edge length of 3 mm, which was found to be adequate from several trial simulations. The generated microstructure was implemented in a Python language script and imported into ABAQUS™. Periodic boundary conditions were imposed on the 3D unit cell (Section 2.2). The unit cell was meshed using quadratic ten-noded tetrahedral elements (C3D10 element in ABAQUS™). A mesh convergence study was conducted to establish an efficient and accurate mesh size for 3D FE analysis. The finest mesh that yielded a converged solution contains 21204 nodes and 105954 elements. Figure 8(b) shows the meshed RVE, and the heat flux distribution for an imposed temperature gradient of 5°C/mm (15°C temperature difference across the faces of RVE in the X-direction which are 3 mm apart) is shown in Figure 8(c). The trends are similar to the results obtained from the 2D analysis even though the presence of volumetric interactions in three dimensions, which are not accounted for in a 2D analysis, produces changes in the predicted values. A homogenized thermal conductivity of 0.38 W/m-K was obtained for the pumice LWA which is lower than that obtained from 2D analysis (0.41 W/m-K). The thermal conductivity of the pumice LWA thus obtained is used to determine the effective thermal conductivity of LWA mortars.
Figure 8: 3D Microstructure-guided numerical process to determine the effective thermal conductivity of PCM-incorporated LWAs: (a) FE model showing the water-filled, PCM-filled, and air-filled pores in the LWA inclusions (Pumice); (b) Meshed REA; and (c) heat flux distribution (W/mm²) under an imposed temperature difference of 15°C.

Figure 9 (a) shows the distribution of PCM-incorporated Pumice LWA inclusions in the hardened cement paste matrix, representing the mortar. The RVE has an edge length of 7.5 mm which was arrived at based on a size convergence study as explained before. Figure 9(b) shows the meshed RVE which incorporates tetrahedral elements (C3D10 element in ABAQUS™). Figure 9(c) exhibits the heat flux distribution in the RVE for an imposed temperature gradient of 2°C/mm (15°C temperature difference across the faces of RVE in the X-direction which are 7.5 mm apart). Here also, the heat flux is significantly lower in the homogenized LWA inclusions due to lower thermal conductivity of inclusions as compared to the matrix, similar to the trends found in 2D analysis (Figure 7). The predicted homogenized mortar thermal conductivity of 0.55 W/m·°K is lower than that obtained from the 2D analysis (0.58 W/m·°K). The homogenized thermal conductivity of the pumice LWA mortar obtained from 3D numerical analysis matches very well with experimental value (0.54 W/m·°K).

Figure 9: 3D Microstructure-guided numerical process to determine the effective thermal conductivity of PCM-impregnated LWA mortars: (a) 3D FE model showing the LWA inclusions (Pumice) and matrix; (b) Meshed REA; and (c) heat flux distribution (W/mm²) under an imposed temperature difference of 15°C.
Table 4 shows the effective thermal conductivities computed using 2D and 3D numerical simulations for all the mortars studied here. The experimentally measured thermal conductivities for various PCM-impregnated LWA mortars are also shown for comparison. While the effective thermal conductivities simulated using 3D analysis correlates very well with the experimentally measured values, the 2D models yield slightly higher (about 4-10% higher) homogenized thermal conductivities. Similar results are reported in [20,49,50]. The discrepancy in the predicted values from 2D and 3D models can be attributed to the fact that the 2D REA that does not represent the realistic material microstructure as accurately as the 3D RVE. In the composite LWA mortar, the heat flux has to traverse paths of varying conductivities (more conductive components such as the cement paste and solid phase of LWA, and less conductive components such as air and PCM in the pores). The less conductive phases are predominantly located inside the LWA inclusions. The distribution density of pores (containing the less conductive phases) in 3D is 1.04 times of that in 2D as per stereological theory [51], thereby resulting in a slightly reduced thermal conductivity for the 3D model. However, it needs to be mentioned here that the accuracy of results in 2D analysis is quite acceptable for fast and efficient comparison of different materials.

Table 4: Comparison of 2D and 3D simulation results (thermal conductivity, W/m·°K) with experimental measurements for various PCM-impregnated LWA mortars

<table>
<thead>
<tr>
<th>Mortars</th>
<th>Pumice (PU5)</th>
<th>Perlite (PE5)</th>
<th>Exp. Slate (ES5)</th>
<th>Exp. Shale/Clay (ESC5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Numerical (2D)</td>
<td>0.58</td>
<td>0.57</td>
<td>0.60</td>
<td>0.56</td>
</tr>
<tr>
<td>Numerical (3D)</td>
<td>0.55</td>
<td>0.55</td>
<td>0.58</td>
<td>0.52</td>
</tr>
<tr>
<td>Experimental</td>
<td>0.54</td>
<td>0.55</td>
<td>0.58</td>
<td>0.51</td>
</tr>
</tbody>
</table>

In order to shed more light on the predictive capability of 2D and 3D numerical simulation techniques, the results from numerical simulations are compared to those obtained from different analytical methods. Figure 10 shows the effective thermal conductivities predicted using different analytical and numerical techniques, plotted against the experimentally measured values for different PCM-impregnated LWA mortars. While the prediction of effective thermal conductivity using Mori-Tanaka [9] (two-step and four-step) and Maxwell-Garnett model [52,53] is described in detail in our previous work [43], effective thermal conductivity prediction using the Woodside and Messmer model are adequately described in detail in [54]. It is clear that the numerical simulation methods (especially the 3D analysis) predict the effective thermal conductivity with a higher degree of accuracy as compared to the analytical techniques. The 3D analysis method shows better prediction as compared to 2D analysis for the reasons explained earlier. On the other hand, the differences between the experimental and predicted results range from 7% to 19% when analytical methods are used. This can
be attributed to the presence of components in the composite with high property contrasts, which limits accurate analytical prediction of effective properties as reported in [18–20]. The largest divergence is observed for the system that has the highest amount of air voids (expanded shale/clay) and the least difference is obtained when the volume of air voids is the least (perlite). In other words, for hierarchical materials, large contrast in component properties limit the applicability of analytical prediction schemes. This has been shown using a microstructural contrast factor in [43]. For such cases, a computational modeling scheme as described in this paper is extremely useful.
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**Figure 10: Predicted vs experimental thermal conductivity of PCM-impregnated LWA mortars and comparison of different numerical and analytical techniques**

### 4. CONCLUSIONS

This paper has presented a microstructure-guided numerical homogenization approach for the prediction of effective properties of hierarchical composites. A cement-LWA mortar, with the LWA incorporating a solid and multiple fluid phases (with significant contrast in thermal properties), was used as a model composite to demonstrate the adequacy of the approach. Pore structure information of the LWA inclusions and the volume fractions of the different phases present in the pores were used to simulate 3D RVEs. Periodic boundary conditions were implemented on the RVE to perform numerical simulations in a finite element environment. The intrinsic thermal conductivity of the solid phase of the LWAs was computed through a numerical inverse analysis approach using the experimentally obtained effective thermal conductivities of water-saturated LWA mortars and the cement paste, and the known conductivities of air and water filling the voids of the LWAs. A two-step numerical homogenization process that utilized the individual phase properties was adopted to predict the thermal conductivities of the PCM-impregnated LWA mortars. The generic prediction
scheme can be used to compute the effective properties (including elastic, and electrical, in addition to thermal) of such hierarchical composites.

The effective thermal conductivities of the different PCM-impregnated LWA mortars predicted using 3D numerical simulations correlated very well with experimental measurements. It was shown that traditional analytical models are incapable of accurately predicting the effective properties of composites with large contrasts in the phase properties. The microstructure-guided numerical homogenization approach described in this paper provides a reliable tool to predict the effective thermal property of hierarchical heterogeneous materials containing phases with significant property contrast, thereby providing an efficient means to optimize these materials for thermal efficiency, economy and sustainability.
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