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The chirp sonar is a calibrated wideband digital FM sonar that provides quantitative, high-resolution, low-noise subbottom data. In addition, it generates an acoustic pulse with special frequency domain weighting that provides nearly constant resolution with depth. The chirp sonar was developed with the objective of remote acoustic classification of seafloor sediments. In addition to producing high-resolution images, the calibrated digitally recorded data are processed to estimate surficial reflection coefficients as well as a complete sediment acoustic impulse profile. In this paper, surficial sediments in Narragansett Bay, RI are used to provide ground truth for an acoustic model. Quantitative acoustic returns from the chirp sonar are used to estimate surficial acoustic impedance and to predict sediment properties. A robust acoustic sediment classification model that uses core samples to account for the local depositional environment has been developed. The model uses an estimate of acoustic impedance to predict surficial density, porosity, compressibility, and rigidity. The comparisons show a high correlation between the core-determined sediment properties and the estimates obtained from acoustic measurements.

PACS numbers: 43.30.Ma, 43.30.Vh

INTRODUCTION

The remote classification of marine sediments by acoustic means requires a quantitative, high-resolution profiling system as well as a solid theoretical and/or empirically derived basis upon which to convert the acoustic measurements into the desired sediment properties. Recent advances in subbottom profiler design have produced high-quality data suitable for sediment classification work. The collection and acoustic analysis of cores taken in conjunction with these seismic surveys provides a database for developing algorithms for sediment property prediction as well as "ground truthing" of the profiler's ability to remotely identify sediment type.

In this paper we describe an experiment conducted in Narragansett Bay, RI, using the chirp sonar, a calibrated, wideband (2–10 kHz), digital FM sonar that provides quantitative, high-resolution (≈10 cm), deep penetration (≈100 m) subbottom data. The chirp sonar was developed with ONR funding to support the objective of remote acoustic classification of marine sediments. In addition to producing high-resolution images of the subsurface, the calibrated digitally recorded data can be processed to provide surficial reflectivity estimates. Subbottom returns can also be processed for attenuation and when corrected for attenuation, chirp sonar profiles can provide a reflectivity series well suited for acoustic impedance inversion.

Along with chirp sonar profiles, cores were collected in Narragansett Bay. These cores were analyzed for velocity, density, porosity, grain density, and grain size. There is a wealth of literature describing empirical studies of sediment physical and acoustic property relationships. These studies have resulted in a number of regression equations that can often be successful in their ability to predict one property from another (typically within a given depositional environment) but have provided only limited insight into the interaction between acoustic waves and marine sediments. Theoretical studies of sediment-acoustic wave interaction, on the other hand, particularly those of Biot and Stoll have used sophisticated formulations that take into account the sediment frame properties. In this paper we have initially taken a simplified view of the manner in which a normally incident acoustic wave emitted from an acoustic profiler interacts with a fully saturated marine sediment. In our model, we have assumed that the marine sediment is macroscopically homogeneous and that most of the acoustic-marine sediment interaction can be accounted for by the bulk properties of the sediment, i.e., porosity, specific gravity, elasticity, and
rigidity. The problem of extracting quantitative sediment parameters from normal incidence reflection profiles poses a difficult challenge. Even under the most ideal conditions, the acoustic wave energy is scattered by the random unevenness of the seafloor and the inhomogeneities within the sediment. In order to extract any meaningful information from the stochastic acoustic signal that is returned from the seabed, a model with significant averaging of the estimated parameters is required. The model developed in this paper has enough flexibility to model most surficial sediment depositional environments. Further, the model can be calibrated to a local area by using average grain density, grain elasticity, and a rigidity constant obtained from core samples. In this manner, chirp profiler data obtained using a 2-to 10-kHz swept FM is processed to provide reasonable predictions of sediment type.

I. CHIRP SONAR DESCRIPTION

The chirp sonar system shown in Fig. 1 uses a linearly swept FM pulse that typically covers the range of frequencies from 2–10 kHz. The rectangular acoustic projector is constructed from four wideband piston type transducers and the acoustic receiver is a ceramic line array. The acoustic arrays are mounted in a tow vehicle that is designed for profiling at ship speeds varying from 0 (drifting) to 10 kn. Separate receiving and transmitting arrays are used to preserve linearity and to allow simultaneous transmission and reception. The receiver array signal is digitized with a 16-bit A/D converter at a sampling rate of 30 kHz. To achieve the theoretical temporal resolution predicted by the inverse of the bandwidth, the chirp pulse is compressed using a matched filter that correlates the chirp return signal with a replica of the outgoing pulse. The correlation process is implemented with a discrete Fourier transform which is calculated in real time with a pipeline array processor. The hardware used to accomplish this is a AT&T DSP 32C processor controlled by a 80386 microcomputer. The compressed pulse resulting from this signal processing procedure has a time duration approximately equal to the inverse of the bandwidth of the chirp pulse. Good resolution is an important factor in sediment classification because it provides a more precise picture of the true geologic variability (the impulse response of the sediment), and thus permits accurate determination of the depositional processes. When the time duration of the processed pulse is too large, individual reflections will be lumped together with random phase, thus making it difficult to estimate impedance and to examine geologic processes.

In addition to the pulse compression correlation processing achieves a signal processing gain over the background noise. This gain is approximately ten times the log of the time-bandwidth product. To equal the performance of the chirp sonar pulses that were used in this experiment, a conventional pulse sonar would have to operate at a peak pulse power of 100 times larger than the chirp pulse.

Another important feature that enhances the ability of the chirp sonar system to classify sediments is realized by the deconvolution of the system response from the output pulse. The sonar system impulse response is measured in the laboratory and is used to design a unique output pulse that will prevent the source from ringing. In addition to this, the chirp wavelet is weighted in the frequency domain so as to have a Gaussian-like shape. As the Gaussian-shaped spectrum is attenuated by the sediment, energy is lost but its bandwidth is nearly preserved. Thus even after being attenuated by 20 m of sand, the chirp pulse has approximately the same resolution as an unattenuated pulse. This feature simplifies the mathematics of inverting the time series to obtain the impedance profile of the sediment. In addition to a loss of total energy, attenuation causes the center frequency of the chirp pulse spectrum to shift to a lower frequency, thus allowing us to estimate the attenuation of the sediment.

Another important feature of the chirp sonar is the reduction of side lobes in the effective transducer aperture. The wide bandwidth of the FM sweep has the effect of smearing the side lobes of the transducer and thus achieving a beam pattern with virtually no side lobes. The effective spatial beamwidth obtained after processing the chirp signal is 20° measured to the -3-dB points. This feature is apparent when inspecting the sample profile record shown in Fig. 2.

Since the transmitted chirp pulse is highly repeatable and its peak amplitude is precisely known, the sediment reflectivity values can be estimated from the peak pulse amplitude measurements of the bottom returns. In this experiment, peak pulse amplitude was recorded while surveying a section of Narragansett Bay. When an interesting feature appeared, grab samples were taken at that station. The samples were analyzed for grain size, porosity, and sound speed, and then compared to the chirp sonar estimated sediment impedance.

II. BOTTOM LOSS MEASUREMENT AND SEAFLOOR CLASSIFICATION

When an acoustic wave traveling through the water encounters the sediment boundary of the seafloor, reflected
and transmitted waves are generated at the fluid–sediment boundary. For a simple harmonic plane wave normally incident on a plane boundary, the Rayleigh reflection coefficient is given by,

$$R = \frac{\rho_0 c_b - \rho_0 c_w}{\rho_0 c_b + \rho_0 c_w}$$  \hspace{1cm} (1)$$

and the bottom loss (BL) of the plane wave at normal incidence is then given by

$$BL = -20 \log_{10} (R).$$  \hspace{1cm} (2)$$

Initially, we are using this equation as the basis for classifying surficial sediments on the seafloor.

Obviously, there are many approximations that can modify our analysis; seafloor roughness, planar wave assumption, other waves generated at the boundary, and bottom curvature to mention a few. To some extent, the effects of seafloor roughness can be reduced by averaging the reflected values. In addition to the mean value, the reflected pulse width and pulse amplitude variance are indicators of sediment types. In this experiment, we used the mean amplitude to determine bottom type. In several instances, gaseous sediments were brought up in the grab corer and in each case, a broadening of the reflected pulse was noticed. In shallow coastal areas, gaseous surficial sediments are quite often present. These sediments present a large reflection coefficient while providing volume scattering that lengthens the pulse returned from the boundary. In the future, our program will include these effects as well as accomplish a mathematical impedance inversion to obtain the acoustic impulse response of the sonified column of marine sediment.

III. RELATIONSHIP BETWEEN SEDIMENT PROPERTIES AND BOTTOM LOSS

An unconsolidated marine sediment is a porous and loose structure whose interstices are filled with seawater. Therefore, it can be thought of as composed of a fraction which is seawater and a remainder which is solid material. Porosity, which is defined as the ratio of the volume of voids between the grains of a sediment to the total volume of the sediment aggregate is therefore an important parameter in describing the way marine sediments react acoustically.

The relationship between bulk density of a marine sediment and porosity is given by

$$\rho_b = \rho_w n + \rho_s (1 - n),$$  \hspace{1cm} (3)$$

where $\rho_b$ is the bulk density of the sediment, $\rho_w$ is the density of bottom water, $\rho_s$ is the density of the solid material (grain density), and $n$ is the porosity of the sediment. This is a simple linear relationship that is easily derived by considering the total mass of material enclosed in a unit volume made up of two materials. In Eq. (3), the porosity $n$ is easily obtained as a function of density:

$$n = \frac{(\rho_s - \rho_w)}{(\rho_s - \rho_b)}.$$  \hspace{1cm} (4)$$

The compressional wave velocity for a wave in isotropic elastic media is well known and is given by

$$c_b = \left(\frac{1}{\rho_b} + \frac{4 \mu / 3}{\rho_b}\right)^{1/2},$$  \hspace{1cm} (5)$$

where $\beta_b$ is the bulk compressibility of the water saturated...
sediment, and \( \mu \) is the bulk modulus of rigidity. For small pressure perturbations, the bulk compressibility is linearly dependent on the porosity of the sediment.

For an adiabatic process, the compressibility is defined as the fractional change in a unit volume of material for a given change in pressure:

\[
\beta_b = \frac{1}{V} \frac{\partial V}{\partial p}.
\]

Thus the fractional change in a unit volume of water saturated sediment is a linear combination of the individual compressibility of each material, and is given by

\[
\beta_b = \frac{1}{V} \frac{\partial V}{\partial p} = \frac{V_w}{V} \left( \frac{1}{V_w} \frac{\partial V_w}{\partial p} \right) + \frac{V_s}{V} \left( \frac{1}{V_s} \frac{\partial V_s}{\partial p} \right)
\]

\[
= \beta_w n + \beta_s (1 - n),
\]

where \( \beta_w \) is the compressibility of water and \( \beta_s \) is the compressibility of the solid material (grain compressibility). The characteristic acoustic impedance \( (\rho_0 c_0) \) of the marine sediment is now obtained by combining Eqs. (3), (5), and (7) as follows,

\[
Z_b = \rho_b c_b
\]

\[
= Z_w \left( \frac{n + \rho_R (1 - n)}{n + \beta_s (1 - n)} + \frac{4}{3} \frac{\mu \beta_w [n + \rho_R (1 - n)]}{n + \beta_s (1 - n)} \right)^{1/2},
\]

where \( \rho_R = \rho_s/\rho_w \) is the grain density relative to bottom water, \( \approx 2-3; \rho_s/\rho_w = 1025 \text{ kg/m}^3 \); \( \beta_s = \beta_s/\beta_w \) is the grain compressibility relative to bottom water, \( \approx 0 - 1; \beta_w \) is the compressibility of bottom water, \( 42.94 \times 10^{-11} \text{ m}^2/\text{N} \) (Ref. 7); and \( Z_w = (\rho_w/\beta_w)^{1/2} \) is the impedance of bottom water, \( 1.549 \times 10^6 \text{ kg/m/s} \) (note—\( \rho_w = \rho_s \beta_w \beta_s \), referred to 1 atm and 23°C).

The compressional wave velocity of the sediment is obtained in the same manner by combining Eqs. (3) and (7) with (5):

\[
c_b = c_w \left( \frac{1}{[n + \beta_s (1 - n)][n + \rho_R (1 - n)]} \right)^{1/2}
\]

\[
+ \frac{4/3 \mu \beta_w [n + \rho_R (1 - n)]^{1/2}}{[n + \beta_s (1 - n)]^{1/2}},
\]

where \( c_w = \sqrt{1/\beta_w \rho_w} \) is the compressional wave velocity of bottom water, \( 1.504 \times 10^3 \text{ m/s} \).

Equations (8) and (9) relate the porosity and rigidity properties of a given marine sediment sample to acoustic impedance and sound velocity. In a given depositional environment, it is hypothesized that the relative grain density \( \rho_R \) and the relative grain compressibility \( \beta_s \) in Eqs. (8) and (9) are nearly constant and therefore porosity and rigidity are the governing factors in determining the acoustic impedance of the surficial sediments.

In order to test this hypothesis, independent sets of impedance versus density, and impedance versus porosity data were collected from five references [3-7]. All of the samples were near-surface samples taken in coastal regions (terrigenous sediments). The data from these references were used in a nonlinear least-squares curve fitting process so as to obtain the average \( \rho_R, \beta_s, \) and \( \mu \) corresponding to the coastal depositional environment that the samples were taken from. The curve fitting process is carried out in two stages: The first stage is initiated by starting with an initial estimate of relative density, relative compressibility, and rigidity. The first two of these starting values are varied until a minimum least-squares fit is obtained between the measured impedance values and the impedance values predicted by Eq. (8). In the second stage, the second set of measurements (impedance, density) are used to find the rigidity constant that again produces a least-squares fit of Eq. (8) to the actual impedance measurements. In order to accomplish this, the density values were first converted to porosity by using Eq. (4) and then porosity data was used directly in Eq. (8) to calculate impedance. The process of adjusting the \( \rho_R \) and \( \beta_s \) in the first least-squares solution and then rigidity \( \mu \) in the second solution, is repeated in this same manner until the errors in both curves are globally minimized. This procedure is used to obtain a set of constants \( \rho_R, \beta_s, \) and \( \mu \) that provides us with a calibration of Eq. (8) to a given depositional environment.

Before carrying out the above-mentioned procedure to solve for the sediment parameters, another minor refinement was required to the rigidity term in Eq. (8). Based on a careful observation of the data collected for this study, it is suggested that rigidity of surficial sediments is dependent on the percentage of solid content in a marine sediment. This concept was empirically tested by assuming the following equation for the independence of rigidity on density,

\[
\mu = \mu_0 \left( \frac{\rho_s}{\rho_w} - 1 \right)^\eta,
\]

where \( \mu_0 \) is the rigidity constant—a function of depositional environment, \( (\rho_s/\rho_w - 1) \) is a quantity that is proportional to the solid material in a unit volume of marine sediment, and \( \eta \) is an arbitrary exponential power constant (\( \eta \approx 1 \)).

Figure 3 is a plot showing the impedance versus porosity and impedance versus (density - 1); both “actual data” and the least-squares fit of Eq. (8) to the data are plotted. The rms error in the curve fit is about 4% indicating a high correlation between the group of data taken from Refs. 3-7 and the theory developed herein. Prior to including the rigid-

### FIG. 3. Impedance as a function of both porosity (•) and (density − 1) (+) for actual data taken from five references and the least-squares curve fitting of Eq. (8) to the data. Other curves are from Ref. 6.
compared to Eq. (8) derived in text.

In carrying out the least-squares fit, the power \( \eta \) in Eq. (10) was allowed to vary so as to determine its relationship to various depositional environments. In all cases, it was found that \( \eta \) was very close to 1, and based on this result, \( \eta \) was fixed at a value of one and \( \mu_0 \) was recalculated for all of the data sets. It is not too unreasonable to expect the rigidity of a sediment to vary in a linear manner \((\eta = 1)\) with the composition of solid material in the marine sediment. The remainder of the constants obtained by the least-squares fitting procedure are in the proper range for terrigenous sediments and are given here:

- Grain density \( \rho_s = \rho_w \rho_R = 2670 \, \text{kg/m}^3 \),
- Grain compressibility \( \beta_g = \beta_w \beta_R = 4.85 \times 10^{-11} \, \text{m}^2/\text{N} \),
- Rigidity constant \( \mu_0 = 0.0005 \times 10^{11} \, \text{N/m}^2 \). (11)

The plane-wave pressure reflection coefficient is easily related to the porosity or density by noting from Eq. (1),

\[
R = \frac{Z_s - Z_w}{Z_s + Z_w}, \tag{12}
\]

where \( Z \) is obtained either by direct substitution of the porosity, \( n \) into Eq. (8) or indirectly, by finding the porosity from the density values using Eq. (4), and then substituting into Eq. (8). The solid line in Fig. 4 is a plot of reflection coefficient as a function of porosity. It is the result of using the previously derived grain characteristics \((\rho_s, \beta_g, \mu_0)\) in Eq. (8). Faas\(^6\) used density and compressional sound velocity data from four separate references to compile impedance data. The data were then used in a linear least-squares fit to obtain an empirical equation that relates the reflection coefficient to porosity,

\[
R = 0.6468 - 0.6456n \quad (0.35 < n < 0.85). \tag{13}
\]

Data taken from this equation are plotted for comparative purposes on the same figure. The empirical equation is only valid in the limited range given above. However, in this range, there is an excellent correspondence between our Eq. (8) derived from basic physical principles, and the empirical relationship given by Eq. (13). Part of the high degree of correspondence is attributed to some overlap in data sets used in both methods. Nevertheless, the comparison is encouraging and points to a more quantitative way of characterizing the depositional environment. To account for different depositional environments, Hamilton proposed three empirical equations for relating porosity to reflection coefficient:

\[
\begin{align*}
R &= 0.6692 - 0.666n; \text{continental terrace}, \\
R &= 0.6199 - 0.607n; \text{abyssal hill}, \\
R &= 0.6461 - 0.646n; \text{abyssal plain},
\end{align*}
\tag{14}
\]

where \( 0.35 < n < 0.85 \).

For comparison, data from Hamilton's continental terrace equation are also plotted in Fig. 4. All of these empirical equations constitute attempts to relate the functional behavior between reflection coefficient and porosity to a given depositional environment in a qualitative manner. Using the method developed in this paper, we are able to establish a quantitative method of characterizing the depositional environment. This is accomplished by specifying grain density, compressibility, and rigidity values in Eq. (8). In order to obtain these parameters, in a given geographic area, a limited set of cores and knowledge of the geological depositional processes involved could be combined to provide an estimate of the constants. Using this simple calibration procedure, normal incident reflectivity values obtained from the chirp sonar are used to predict porosity, density, grain size, rigidity, and sound velocity.

Hamilton\(^6\) developed another empirical relationship that can be used to provide an estimate of grain diameter from porosity:

\[
\Phi = 31.05 + 5.52 \Phi, \tag{15}
\]

where \( \Phi = -\log_2 (\text{mean grain diameter in mm}) \), and \( 1 < \Phi < 9 \).

The correlation between porosity and mean grain diameter is not as well defined as the correlation between porosity and density. The standardized error is of the order of 30%. Theoretically, the actual size of each grain in a sediment has no influence on the porosity if the grains were uniform spheres. In actuality, as the grain size decreases, friction, adhesion, and bridging increases. Thus a correlation exists between mean grain diameter and porosity but the relationship is complex.

For the purpose of providing a general class name to a given sediment in this experiment, Hamilton's table for the continental terrace (Table I) was used to relate measured

![Fig. 4. Hamilton's and Faas's empirical equations for reflection coefficient compared with Eq. (8) derived in text.](image)

---

**TABLE I. Sediment reflection coefficient and bottom loss for continental terrace.**

<table>
<thead>
<tr>
<th>Sediment type</th>
<th>Average reflection coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coarse sand</td>
<td>0.4098 (-7.8 dB)</td>
</tr>
<tr>
<td>Fine sand</td>
<td>0.3749 (-8.5 dB)</td>
</tr>
<tr>
<td>Very fine sand</td>
<td>0.3517 (-9.1 dB)</td>
</tr>
<tr>
<td>Silty sand</td>
<td>0.3228 (-9.8 dB)</td>
</tr>
<tr>
<td>Sandy silt</td>
<td>0.2136 (-13.4 dB)</td>
</tr>
<tr>
<td>Sand-silt-clay</td>
<td>0.2504 (-12 dB)</td>
</tr>
<tr>
<td>Clayey silt</td>
<td>0.1767 (-15 dB)</td>
</tr>
<tr>
<td>Silty clay</td>
<td>0.1586 (-16 dB)</td>
</tr>
</tbody>
</table>
were then analyzed by the chirp system and compared to silt, clayey silt in Narragansett Bay. Other areas in the bay were also surveyed in Sept. 1990. The chirp sonar (Fig. 1) system was set up and calibrated to transmit a 20-ms pulse ranging in frequency from 2 to 9 kHz at a rate of twice per second. In the first experiment in May, the system was calibrated by using a large area of seafloor of known sediment type (sand, sandy silt, clayey silt) in Narragansett Bay. Other areas in the bay were then analyzed by the chirp system and compared to previous ground truth (cores) data. In the second experiment, sonar data and grab sample cores were taken at nine selected sites in the same proximity of the May survey. The cores were analyzed for sound velocity, density, and porosity and used to calibrate our depositional environment equations.

The geographic area in which these experiments were conducted is the West passage of Narragansett Bay, RI. Narragansett Bay, like many estuaries in the northeast is a glacially deepened river valley that was excavated during the last glaciation (approx. 18 000 years before present). As the glacier retreated, glacial till was deposited over bedrock, a glacial lake formed behind a dam of glacial debris and approximately 30 m of varved, lake sediments were deposited over a period of several thousand years (a typical profile is shown in Fig. 2). With the breaching of the glacial dam and the rise of sea level, several erosional unconformities formed on the surface of the lake sediments followed by the deposition of approximately 10 m of fine-grained marine estuarine sediments (Fig. 2; Peck and McMaster 17).

The surficial sediments of Narragansett Bay have been studied by McMaster, the distribution of sediment types in the West Passage is shown in Fig. 6. In this region, McMaster identified five surficial sediment types based on the relative percentages of material defined as gravel (>, 2 mm); sand (2-0.062 mm); silt (0.062-0.005 mm); and clay (<0.005 mm). The distribution of these sediments is a function of the interactions among: river supply, erosion of pre-existing deposits, redistribution by tidal and nontidal circulation patterns, and anthropomorphic effects (dredging).

During the May 1990 survey, a south–north line between Dutch Island and the Wickford breakwater wall and a west–east line between the Wickford breakwater and Hope Island were run with the chirp sonar (Fig. 6). Loran C navigation, with three calibration points along the ship’s track, provided accurate (±10 m in the absence of abrupt atmospheric changes) positional information. Figure 2 shows a sample chirp sonar profile taken near the Wickford Harbor entrance. This profile, fairly typical of those from Narragansett Bay, shows the succession of geologic features described above.

The large areas of sand north of the Jamestown Bridge, the sandy-silt area west of Wickford Harbor, and clayey silt around Hope Island provided excellent data for calibration of the chirp sonar. In each of these areas, 360 reflection values to sediment type.

This general relationship between class names and sediments is based on a recommendation by Shepard which accounts for proportions of sand, silt, and clay present. A general relationship like this is possible since sands have less porosity than silts and clays and the latter are more porous.

IV. CLASSIFICATION OF MARINE SEDIMENTS USING THE CHIRP SONAR

Since the chirp sonar is a digital FM system, the amplitude of the correlated sediment–water interface reflection is accurately measured and recorded. As shown in Fig. 5, the reflection coefficient of the first bottom arrival is detected and corrected for geometric spreading. These raw values are averaged over several returns (≈10–100) to reduce the undesirable effects of noise, scattering, and an uneven bottom. The unscaled reflection coefficient values are then converted to dB values, $R_{db} = -20 \log(R)$. Using the sonar equation, the system calibration constant is now subtracted from the estimated, unscaled reflection values to obtain the reflection loss of the seafloor. The system calibration constant used in this equation can be obtained by either a direct tank calibration, or by an indirect method using a known seafloor type, or a flat reflecting plate target placed at a fixed distance from the transmitter and receiver pair. The impedance estimate of the seafloor is now obtained from

$$Z_0 = Z_o [(1 + R)/(1 - R)].$$

Equations (8) and (9) are now solved to obtain porosity and sound velocity estimates for the marine sediment. Equation (3) is used to find a density estimate, Eq. (10) to find a rigidity estimate and finally, Eq. (15) is used to obtain an estimate of average grain size.

V. EXPERIMENT AND RESULTS

A seafloor reflectivity survey was carried out in Narragansett Bay, RI in May 1990 and a second experiment later in Sept. 1990. The chirp sonar (Fig. 1) system was set up and calibrated to transmit a 20-ms pulse ranging in frequency from 2 to 9 kHz at a rate of twice per second. In the first experiment in May, the system was calibrated by using a large area of seafloor of known sediment type (sand, sandy silt, clayey silt) in Narragansett Bay. Other areas in the bay were then analyzed by the chirp system and compared to
FIG. 6. Comparison of chirp sonar predicted sediment characteristics along the ship's track with core sites taken from McMaster (Ref. 18). Circles mark Sept. 1990 core sites.

values were acquired and averaged. This corresponds to about 500 m of the ship's track in each area. The average and standard deviation of the sonar's output (corrected for spherical spreading) are given in Table II for each of the three calibration sites.

The average of the differences between Hamilton's reflection loss values and the output of the chirp sonar at the three calibration sites is $R_0 = 0.8$ dB. This reflectivity correction is used to adjust the chirp sonar output allowing prediction of other sediment types using the average reflection coefficients listed in Table I. Note that the reflectivity of silt was not given in Table I, so silt will not be a predicted sediment type in this study.

Using the system calibration constant derived from Table II, the sediment types were estimated from reflectivity measurements made along the ship's track shown in Fig. 6.

In the second experiment in September 1990, core data collected along the same ship track were used to calibrate the impedance-porosity equation (8) for the depositional environment of Narragansett Bay. Table III contains the raw data from the nine stations, marked by circles in Fig. 6. The compressional wave velocity was determined by measuring the phase speed of ultrasonic pulses traveling between transducers inserted into a split sediment core. Acoustic impedance was calculated using the bulk density and velocity measurements.

This comparison of grab sample measurements and chirp sonar estimates of sediment properties show good correlation with the exception of site 9. Analysis of the core at site 9 revealed a thin layer (5-7 cm) of silt and shells over medium sand which accounts for the higher predicted value of impedance at this site.

All measurements are referenced to 1 atm and 23 °C. While bottom water temperatures vary seasonally in Narragansett Bay, at any given time they vary only by about 2–3 °C. Bottom temperature measurements made within a few weeks of our survey revealed temperatures ranging from 19–22 °C. The water depth at the core sites ranged between approximately 4 to 16 m. The maximum possible difference in velocity between actual in situ values and the data we have referenced to 1 atm and 23 °C is thus approximately 9 m/s. Given the small magnitude of this error we have chosen to report values at 1 atm and 23 °C in order to keep them comparable with those found in other databases.

While the coring process will inevitably cause some disturbances to the samples, every attempt was made to reduce these effects. The samples were collected with a Smith-MacIntyre corer that collects an approximately $20 \times 20 \times 15$-cm grab sample. Immediately upon retrieval these cores were subsampled in the middle of the grab (well away from wall disturbances) with polybutere liner. The subsampled sections were sealed in this manner until they were opened for processing. While very little data exist comparing in situ measurements to core samples measured in the laboratory, a recent study compared laboratory velocity measurements made on core samples with in situ velocity measurements made with a ROV-mounted velocimeter. The results of this study have shown that the laboratory and in situ measurements can agree within 5%, and more importantly both showed the same relative changes.

The experimental data given in Table III were used in
TABLE III. Analysis of grab samples taken from Narragansett Bay, RI.

<table>
<thead>
<tr>
<th>Station # (sediment)</th>
<th>Density (bulk) (kg/m³)</th>
<th>Density (grain) (kg/m³)</th>
<th>Porosity (chirp) [Eq. (8)]</th>
<th>Velocity (core) (m/s)</th>
<th>Impedance (chirp) (10⁶ kg/m² s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Silt</td>
<td>1630</td>
<td>2800</td>
<td>0.67</td>
<td>0.66</td>
<td>1466</td>
</tr>
<tr>
<td>2 Silt</td>
<td>1420</td>
<td>2670</td>
<td>0.76</td>
<td>N/A</td>
<td>1458</td>
</tr>
<tr>
<td>3 Sand</td>
<td>2040</td>
<td>2680</td>
<td>0.40</td>
<td>N/A</td>
<td>1720</td>
</tr>
<tr>
<td>4 Silt</td>
<td>1540</td>
<td>2640</td>
<td>0.69</td>
<td>0.68</td>
<td>1472</td>
</tr>
<tr>
<td>5 Sand</td>
<td>2030</td>
<td>2690</td>
<td>0.41</td>
<td>0.39</td>
<td>1645</td>
</tr>
<tr>
<td>6 Sandy silt</td>
<td>1660</td>
<td>2680</td>
<td>0.63</td>
<td>0.58</td>
<td>1494</td>
</tr>
<tr>
<td>7 Sand</td>
<td>2080</td>
<td>2710</td>
<td>0.39</td>
<td>0.38</td>
<td>1703</td>
</tr>
<tr>
<td>8 Sand</td>
<td>2000</td>
<td>2660</td>
<td>0.42</td>
<td>0.39</td>
<td>1679</td>
</tr>
<tr>
<td>9 Silt</td>
<td>1540</td>
<td>2640</td>
<td>0.69</td>
<td>0.45</td>
<td>1424</td>
</tr>
</tbody>
</table>

* Data lost at this site.

VI. CONCLUSIONS

The proposed model for acoustic sediment classification is dependent on the depositional environment. The parameters that characterize a depositional environment are grain density \( \rho_g \), grain compressibility \( \beta_g \), and the rigidity constant \( \mu_0 \). The measured reflectivity of the seabed is used to calculate the acoustic impedance of surficial sediments. If the depositional environment and its parameters are known, relationships presented in this paper allow prediction of sound speed, rigidity, porosity, and bulk density from acoustic impedance. Once a database of parameters is obtained for each depositional environment in the ocean, physical sediment properties can be directly estimated from seafloor reflection measurements made by a quantitative reflection profiler.
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