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ABSTRACT

Platooning, or controlled management of vehicle formation, enables multiple vehicles equipped with adaptive cruise control systems to drive behind one another with a specified inter-vehicle distance, acting together as one unit. In a platoon, the leading vehicle drives at a constant speed, independent of the following vehicles. The succeeding vehicles try to emulate this speed and maintain a following distance based on the most forward vehicle. To facilitate platoon implementation, an efficient control system that specifies to each vehicle the safe following distance and corresponding velocity is indispensable. Delays that are prevalent in throttle and brake response, as well as in vehicle control systems, can significantly increase the complexity of such an effective design, namely in that delays are often be unpredictable and time-varying.

This thesis presents a distributed cooperative control system that considers heterogeneous vehicles to improve the safety and stability of multi-vehicle platoons under the presence of delays. Moreover, multiple control schemes including those based on adaptive cruise control and cooperative adaptive cruise control algorithms are evaluated through the development of several simulations. All simulations are designed pragmatically to consider speed limits and restrictions on the maximum acceleration and deceleration rates vehicles can attain. As such, heterogeneous vehicle dynamics, including that of acceleration and braking capacities, as well as actuation, sensor, and communication delays, are incorporated. Further, this thesis presents a novel distributed control scheme that compensates for time-varying delays under the Integral Quadratic Constraint (IQC) framework. The results exemplify that platoon stability is significantly influenced by the control structure and that the IQC based delay compensation allows for the preservation of platoon stability with relatively small inter-vehicle distances.
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Chapter 1

Introduction

1.1 Overview

The expanding number of vehicles on roads worldwide has propagated a tremendous increase in air pollution, commute times, fuel expenses, and motor vehicle accidents. In 2014 traffic congestion caused Americans to travel an extra 6.9 billion hours and to purchase 3.1 billion additional gallons of fuel [73]. Subsequent to rising traffic, a decade of momentous safety improvements in vehicles has not subsided the increasing number of 6,296,000 accidents on United States’ roads each year [8]. Further, data shows that without implementation of expanded projects and policies, congestion will continue to escalate from the current 63 hour-per year traffic delays urban commuters face [73].

The development and actualization of Advanced Driver Assistance Systems (ADAS), such as Adaptive Cruise Control (ACC), Cooperative Adaptive Cruise Control (CACC), and lane keeping systems have expanded in recent years in effort to minimize the formidable effects of the increasing number of vehicles on roads today. Currently 14 of the world’s largest technology companies are working on technologies (i.e. sensors, software, and mapping systems) to facilitate the operation of autonomous vehicles [58, 82]. Moreover, 11 automotive manufacturers are expected to have fully autonomous vehicles commercially available by 2020.
Figure 1: Automotive manufacturers and technology providers actively working on the development of autonomous vehicles.

*Platooning* refers to a longitudinal string of vehicles equipped with ACC or CACC that drive closely behind one another based on a specified safe following distance. The platoon consists of a leader that essentially regulates the speed of the platoon, and the followers that try to sustain an equivalent velocity to that of the most forward vehicle, as depicted in Figure 2. Highway platooning is rapidly becoming a viable solution to traffic congestion, reinforced by the prevalence of ADAS and the proliferating development of fully autonomous vehicles. The 2016 passing of Michigan legislation [61] to allow for commercial truck platooning further evidences just how soon vehicle formation control will become ubiquitous on roadways nationwide.
Despite the long history of research involving controlled management of vehicle formation [9, 11, 68], implementation has not been viable until recent years. Consequently, the furtherance and refinement of algorithms for vehicle control systems is more paramount than ever. A significant number of platooning models have been designed homogeneously, based on the assumption that all vehicles possess identical dynamics and system controllers [16, 35, 65, 84]. However, in reality there does not exist two vehicles that will share exactly the same dynamics. As noted in [76], vehicles are made by different manufacturers and encompass varying capacities particularly in that of throttle and brake performance, as well as in response times. Thus, it is more effective and practically meaningful to consider platooning vehicles possessing heterogeneous and uncertain dynamics.

This thesis presents a review of existing platooning control models and the results of several simulations developed in Julia to exemplify realistic scenarios that vehicles could encounter while platooning. ACC and CACC controllers are evaluated and compared through the simulation of vehicles with heterogeneous dynamics, including that of acceleration and braking capacities, as well as communication, actuation, and sensor delays. Controller performance is evaluated based on the platoon’s ability to maintain string stability and to preclude crashes. A distributed control scheme that allows for uncertain and
time-varying system delays to be considered under the integral quadratic constraint framework, as presented in [94], has not been previously applied to vehicle control systems. The IQC structure is proposed as an effective method to maintain platoon stability while accounting for time-varying delays that are prevalent in ACC and CACC systems.

The remainder of the paper is structured as follows. Chapter 1 provides a background on the thesis research objectives and on all applicable areas of control theory, including that of controller design and state-space representation. This chapter also includes an overview of ACC and CACC systems, as well as an exemplary literature review of existing research on platooning. Chapter 2 presents the ACC and CACC controller design and an evaluation of ACC and CACC performance through simulation. In Chapter 3, time delays are incorporated in the ACC and CACC controller designs, whereupon the simulation results of ACC and CACC models based on a constant time delay assumption and a time-varying assumption under the IQC framework are examined. Concluding remarks, including a final review of all controller designs, are given in Chapter 4.

1.1.1 Problem Definition

Platooning can significantly improve traffic flow, increase lane capacities and reduce fuel consumption [20], nonetheless, such minimized following distances at highway speeds also well increase the probability of a severe rear end collision. For this reason it is imperative that platoons are formed in such a way to mitigate and prevent a crash at all times.

There is extensive research on platooning that primarily focuses on maximizing string stability and the platoon’s performance in terms of fuel savings and increasing traffic throughput [45, 22, 17]. Despite the fact that these are indeed two of the fundamental objectives of highway platooning, especially in the trucking industry where the fuel improvements will be most advantageous,
the preeminent factor in platoon actualization must be to ensure safety at all
times. Further, it is consistently evident that braking and acceleration capaci-
ties well beyond the of a vehicle’s maximum permissible limit are simulated in
platooning studies [85, 97]. It is also important to note that in implementation
all ACC and CACC controllers will not solely be designed in consideration of
platooning. Much of the existing research on platooning control systems has
focused on methodologies regarding PID controllers, state feedback and state
observers that increase system complexity [15, 45, 85]. It is most valuable to
design a control algorithm that in addition to providing improved traffic flow
and tight inter-vehicle spacing, ensures maximized safety for the passengers at
all times. Thus the possibility of system failure and significant actuator and
response delays must be considered.

Designing an effective control algorithm for platoon implementation pro-
poses many challenges namely in the heterogeneity of vehicle characteristics.
In addition to varying acceleration and deceleration capacities, vehicles will
exhibit control algorithms and communication hardware that vary by man-
ufacturer. Classifying any two vehicles as identical, or wholly predictable, is
simply unrealistic. Even with a robust control algorithm, delays in throttle and
brake response as well as in the vehicle’s computer system can be unpredictable
and time varying, and ultimately lead to performance degradation and system
destabilization [94]. Therefore, the controller must be designed in a way so as
to mitigate the effects delays can impose on system stability.
1.2 Control Theory

Control theory, as an engineering discipline, involves the control of dynamical systems, most often based on the principle of feedback. Control is an active field of research due to the vast array of systems in which feedback control is employed. In closed-loop systems, the objective is to control a system, often referred to as the plant, so that the system output is equivalent to a designated reference signal, or setpoint. Feedback control of dynamic systems revolves around the central idea that a system response can be measured and fed back to the system controller to regulate a specified variable. The process flow of a simplified control system is presented in Figure 3.

As noted in [52], there are few processes that occur even in nature, not to mention in technological systems, that don’t fundamentally entail feedback control. Such applications range from manufacturing processes, to aircraft and vehicle control, to a mammal’s ability to maintain body temperature to a fraction of a degree based on thermal receptors in the brain. In short, without control systems, machines of all classes would not be able to function as intended.
1.2.1 State-Space Representation

Origins of modern control theory are rooted to the launching of the first artificial satellite, Sputnik, in 1957. The launch ushered a new age of scientific developments, namely in the field of automatic controls design. One of which involved U.S. researchers Richard Bellman and Rudolf Kalman, who began using state variable design, or state space representation, to model control systems. The most notable difference of the aforementioned approach was that system dynamics were modeled by differential equations rather than transfer functions, as in classical control theory [52, 28]. Furthermore, this new method made it possible for complex systems including that of non-linear, linear, multi-input, multi-output, time invariant, and time-varying nature to be designed and analyzed [63]. Much of this revolution was sparked by the new era of field control of artificial earth satellites, however, it was also supported by the advancement of computers that could carry out complex computations that had previously been infeasible [28].

In order for a dynamic system to be controlled, an effective model representing the system must be established. The mathematical model must be defined as a set of equations that accurately exemplify the system behavior. The dynamics of several systems can be represented by differential equations derived from physical laws applicable to that particular class. For example, the dynamics of a mechanical system can be described by Newton’s laws, whereas an electrical system can be modeled by Kirchoff’s laws [63]. The differential equation to describe the plant must be established as a set of $n$ simultaneous first-order equations, known as the state equations. Deriving such descriptive models is one of the most pertinent components in control system analysis.

In state-space representation, the state of a dynamic system is represented in a standard form in which the time derivative of each state variable is formulated in terms of the state variables $x_1(t), \ldots, x_n(t)$ and the system inputs
Moreover, the state is the smallest set of variables that can predict the system behavior at $t = t_0$ and when $t \geq 0$ [72]. The state variables describe the future response of the plant, given the present state and system dynamics. The state equations are represented in vector form, written as the state vector $x(t)$, where each state variable is a time varying component of $x$. This representation replaces an $n^{th}$ order differential equation with a first order differential equation.

$$\dot{x} = Ax + Bu \tag{1}$$

The standard form, shown in (1), is a weighted sum of the state variables and the system inputs where $u$ is the input, or control vector. The column vector $x$ is referred to as the state of the system and $\dot{x}$ is the time derivative of the state vector. Furthermore, $A$ is the system $n \times n$ square matrix and $B$ is the $n \times 1$ input matrix. The output equations are commonly notated in the compact form shown in (2), where $y$ is the column vector of the output variables $y_1(t), \ldots, y_n(t)$. $C$ is the output matrix used to specify which state variables, or combinations thereof, are available for use to the controller and $D$ is a matrix of constant coefficients that weight the system inputs [28]. In most systems, $D$ is the null matrix, and the output reduces to (3).

$$y = Cx + Du \tag{2}$$

$$y = Cx \tag{3}$$

1.2.2 Controller Design

The controller is a fundamental component to feedback control systems that is required to modify a system’s behavior. Modern controllers are typically in the form of microprocessors or computers, which measure the system output and correspondingly actuate an appropriate input signal to the plant. Controllers
rely on feedback, whereby the parameter to be controlled is compared to the specified reference signal, and the deviation of the two parameters is used to calculate the level of corrective control action required [25]. Feedback control can significantly reduce the error in the presence of disturbances by attenuating the effect at the plant’s output. The five main methods in which controllers derive the control action are presented in Table 1.

<table>
<thead>
<tr>
<th>Type of Controller</th>
<th>Relationship Between Output (u) and Error Signal (e)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Proportional (P)</td>
<td>$u(t) = K_p e(t)$</td>
</tr>
<tr>
<td>Integral (I)</td>
<td>$u(t) = K_i \int_0^t e(t) dt$</td>
</tr>
<tr>
<td>Proportional-Integral (PI)</td>
<td>$u(t) = K_p e(t) \int_0^t e(t) dt$</td>
</tr>
<tr>
<td>Proportional-Derivative (PD)</td>
<td>$u(t) = K_p e(t) + K_d \frac{de}{dt}$</td>
</tr>
<tr>
<td>Proportional-Integral-Derivative (PID)</td>
<td>$u(t) = K_p e(t) + K_i \int_0^t e(t) dt + K_d \frac{de}{dt}$</td>
</tr>
</tbody>
</table>

* $K_p$ = Proportional gain, $K_i$ = Adjustable constant

$T_i$ = Integral time, $T_d$ = Derivative time

Table 1: Classification of controllers

Depending on the system and the desired output, different controllers can be used. For example, a proportional controller utilizes a constant gain and outputs a force proportional to the error signal. Consequently, the level of corrective control action increases proportionally to the magnitude of the error. A Proportional-integral (PI) controller is one of the most common controllers used primarily to eliminate steady-state error, which is the difference in the setpoint and system output as time goes to infinity. In PI controllers, the corrective control depends on both the current error and the accumulated error over time. Proportional-derivative (PD) controllers speed up the system response by predicting the change in error over time. Typically PD control is used to increase damping and stability, as well as to reduce the steady-state error and the effect of noise. Further, Proportional-integral-derivative (PID) controllers provide design flexibility as well as improved transient response and decreased steady-state error [28].
1.2.3 Controller Gain

The state-space representations standard form presented in (1) and (2), include a control vector \( \mathbf{u} \) defined in (4), where \( \mathbf{k} \) is a matrix of Kalman gains \( k_1, \ldots, k_n \).

\[
\mathbf{u} = -\mathbf{Kx}
\]  

The controller gain is a method of providing more or less power to a system. Determining the gain is the first step in adjusting the system to meet desired performance. In short, the controller reads the sensors and determines the desired output by calculating the proportional, integral, and/or derivative responses. In general, small gain values will decrease the speed of the control system response, whereas large gain values will result in an increase. However, too large of a gain value will cause the system to become unstable due to oscillations in the process variable [4]. A feedback closed-loop control system is stable if all roots of its characteristic equation have negative real parts (i.e. are to the left of the imaginary axis). If any root of the characteristic equation has a real part, or is positive, the feedback system is unstable.

The effect of the gain value can be examined through a system’s response to a step input, referred to as the step response. The response can be simulated for a specified time duration, exemplifying how the system behavior evolves over time and how quickly a system reaches its steady-state. The transient response, which is the time it takes for a system to reach steady-state, can be significantly influenced by the level of gain. An example step response is presented in Figure 4, where three varying gain values are applied.
The plot illustrates how the gain value of $K_p = 1$ produces an overdamped response with minimal overshoot, and an increased transient response. Gain values $K_p = 5$ and $K_p = 15$ produce an underdamped response, with an increased overshoot and a decreased transient response that enables the system to reach the steady-state at a faster rate.

1.3 Distributed Cooperative Control

Distributed cooperative control, or formation control, is an active field of research regarding the concept of coordinating a multi-agent system. Cooperative control is based on the principle that multiple agents can effectively work together to cause a global emergent behavior through local knowledge and communication [43]. Research on multi-agent coordination is expansive due to the magnitude of applications in which formation control can be employed, particularly in flight formation [47], satellite cluster formation control [77], and vehicle platooning [64]. Within cooperative multi-agent systems there
are multiple intelligent agents that interact with one another to achieve some common goal. Distributed cooperative control is also often referred to as decentralized coordination, as it allows for individual agents to control their own behavior and make decisions without a supervisory agent, based on their local conditions.

Accompanying the advantages of a cooperative multi-agent system are copious challenges that must be considered when designing for formation control. Xiao and Wang note that the three primary challenges in synchronizing multiple cooperative agents include that:

(1) The process of exchanging information between multiple agents is subject to time delays which may be varying, random, or unknown.

(2) The communication structure may be constantly changing among the agents.

(3) The limited bandwidth and reliability of communication networks, as well as the fact that communication may be transmitted over long distances, can make it impossible to ensure the continuity of information received regarding nearby agents [91].

1.3.1 System Time Delays

Time delays are prevalent in a multitude of systems, contributing to system destabilization, as well as the attenuation of performance [94]. Naturally, the addition of time delays in a multi-agent system increases the complexity and the ability to effectively predict agent behavior, as in practice delays can be random, unpredictable, and varying. If time delays are not compensated for in the control system design, the effects can be much more difficult to control. However, a control scheme that may be exemplary for one agent, may be atypical of an alternative agent due to improper assumptions regarding a time delay.
or lack thereof. A further challenge is presented in that continuous-time consensus algorithms depend on continuous state signals, which in reality require extremely high bandwidth networks that are often unfeasible. Due to the uncertainty that often exists in regard to system delays, it is frequently assumed that delays are constant among different agents, as well as in time [64].

Lags are prevalent in actuators and sensors, which may have a significant impact on the stability of a system. Specifically in vehicles equipped with ACC, there are several areas where delays are inexorable. Parasitic time delays and lags are prevalent in the actuators, powertrain, sensors (i.e. RADAR, LiDAR, wheel speed), and in the engine, or throttle response [70, 57]. The possibility for further delays proliferates with the addition of CACC, in that of communication delays, total communication loss, and packet drops [31]. The concept of platooning with heterogeneous vehicles is increasingly difficult due to the varying bandwidths and latency the communication system of each vehicle will exhibit [59].

Despite the significant research on the effects that communication and actuator delays impose on platoons, it is often based on the assumption that time-varying delays are constant among vehicles, as well as over time [85, 50, 92, 31, 89]. The concept of time varying delays has been studied for multi-agent systems, [91, 93], however there has been limited research on the effect of heterogeneous time varying delays specific to platooning vehicles [66, 23]. Nonetheless, the concept of unpredictable and varying time delays cannot be overlooked. Time delays that inhibit information received through wireless communication or vehicle controls regarding braking or acceleration signals can significantly diminish platoon performance and stability [23]. Consequently, the control algorithm must be robust to handle total communication loss or an increase in system delays.
1.4 Adaptive Cruise Control

Adaptive cruise control (ACC) is a quintessential feedback control system, illustrated in Figure 5, that allows vehicles to accelerate and decelerate autonomously, without intervention from the driver. In an ACC system, control signals are sent to an actuator that controls the throttle position and thus the magnitude of torque delivered by the engine, which is then disseminated through the transmission. External disturbances including the road incline, rolling resistance, and aerodynamic drag will be compensated for, as when the vehicle’s velocity is not equivalent to the setpoint, either acceleration or brake signals are transmitted to the engine.

ACC is RADAR and LiDAR based, whereby the former uses radio waves to determine the velocity, range, and angle of nearby objects and the latter uses...
a laser light to measure the distance to a target. These technologies determine
the speed difference and the distance between vehicles. The system enables the
driver to set a desired speed and time headway with respect to the preceding
vehicle in sensor range, depicted in Figure 6. When a vehicle with a lower
velocity is approached, the vehicle appropriately, and autonomously, brakes to
avoid a collision [1]. The control system primarily processes the information
obtained by the sensors to determine if there is a preceding vehicle and whether
the inter-vehicle distance is equivalent to that of the desired setpoint. Based on
the presence of vehicles and this inter-vehicle distance, the ACC system sends
signals to the Engine Control and Brake Control modules [3].

![Figure 6: Adaptive Cruise Control with a time gap set to 2 seconds](image)

In essence, the ACC system controls a vehicle’s position and velocity by
measuring the velocity of the preceding vehicle and maintaining a specified
following distance. The controller’s objective is to minimize the error between
the desired position and velocity, where the desired position is a specified safe
following distance and the desired velocity is equal to that of the preceding
vehicle. In the absence of a preceding vehicle, the controller simply regulates
the vehicle’s velocity, working as a conventional cruise control system.

The specified following distance is one of the most pertinent components
in ensuring that ACC is implemented safely. Depending on the manufacturer
of the ACC system, there are different policies regarding how vehicles will
maintain a following distance, and what this distance should be. For example,
Mercedes’ ACC system provides drivers an option for setting the following
distance from 30 to 200 feet, while Volvo’s ACC system is based on the concept of time headway. This approach allows drivers to choose from a time interval of a one to three second following distance [1]. When compared with human drivers, ACC provides a significant increase in reaction time, however there are still limitations due to actuation and sensor delays, as well as the fact that the vehicle only has access to objects in sensor range.

ACC has been commercially available in particular vehicles since the late 1990s, however due to the relatively low overall market penetration, simulations continue to be used to evaluate the opportunities and pitfalls in such systems. The California Partners for Advanced Transportation Technology (PATH) have been involved with the research of automated vehicles for over 30 years. Several PATH simulations demonstrate that ACC does not have a significant effect on increasing lane capacities, due to the system’s limitation of maintaining tight inter-vehicle distances [86]. PATH also notes that drivers will tend to prefer setting following distances similar to that of driving manually, due to their lack of confidence in the system.

1.4.1 Cooperative Adaptive Cruise Control

A further level of automation from ACC is Cooperative Adaptive Cruise Control (CACC). CACC integrates the basic structure of an ACC system with Vehicle-to-Vehicle Communication (V2V). In addition to the data obtained through RADAR and LiDAR, CACC receives information over a network regarding the surrounding vehicles.

Figure 7: A platoon of vehicles with CACC
The objective of CACC is to eliminate disturbances and to increase fuel economy by allowing vehicles to travel at a distance close enough to facilitate aerodynamic drafting [5]. CACC allows platooning vehicles to maintain significantly smaller following distances due to the real-time information vehicles are supplied with such as acceleration and braking commands that cannot otherwise be measured. With the capability of receiving data regarding a vehicle several cars ahead in the platoon, vehicles tend to show a clear improvement in response time and in attenuating disturbances [56]. Moreover, deceleration and acceleration performance can be significantly smoothed, reducing the need for vehicles to come to a complete stop. Specifically, CACC is expected to provide a potential 1.2 second reduction in the mean following time when compared to driving manually [62].

PATH anticipates that CACC’s substantially higher dynamic response will reassure drivers in setting small inter-vehicle gaps. Resultantly, CACC is deemed to be advantageous when compared to ACC in regards to platooning. With high market penetration, CACC has the potential to increase lane throughput from the average 2200 vehicles per hour to approximately 4000 vehicles per hour [80]. However, in the event that there is mixed platooning (i.e. vehicles that incorporate ACC and CACC), then the use of CACC would not be as impactful. To further support the advancement of Vehicle-to-Vehicle communication, the IEEE 802.11p, also referred to as Wireless Access in Vehicular Environment (WAVE) standard was passed in 2008 [40]. IEEE 802.11p is designed to provide Dedicated Short Range Communication (DSRC) for high speed V2V communication. The system can support up to 1000 meters range in urban and rural areas with relative velocities up to 110 km/h (68 mph) [83].

The research of Kato et al. in 2002 examined the feasibility of platooning facilitated by Vehicle-to-Vehicle communication using 5.8-GHz dedicated short range communication [42]. Five autonomous vehicles with Differential Global Positioning Systems (DGPS), laser radar, and a communication unit
were tested. The system performance demonstrated that the processing delays of vehicle information were the main culprit of packet loss. Kato also notes that V2V communication requires real time data transmission and a network flexible to the changing communication topology and the number of vehicles platooning. Furthermore, there should not be any delay in the vehicle communication, however some data loss can be allowed, as it can be handled using a series of measurements obtained over time to produce a precise estimate, known as Kalman Filtering.

Implementation of CACC has been more recently examined in the Grand Cooperative Driving Challenge (GCDC), which was an international challenge held in 2011 and 2016 for teams to design and test cooperative automated vehicles in a series of realistic traffic scenarios. The 2016 competition specifically focused on the concept of wireless communication between vehicles. The challenges involved a cooperative intersection scenario in which vehicles communicated with one another to allow for vehicles to travel through an intersection without stopping at a traffic light. The contest results verified that V2V can successfully facilitate intersection path cooperation and the creation of passageways for emergency vehicles.

Nonetheless, CACC also presents challenges due to the possibility of communication loss and delays induced by the wireless communication system [50]. It is imperative that the exchange of information over the wireless networks is timely and reliable. In addition, each vehicle’s CACC system would not be identical and could exhibit delays that are unpredictable. In order for safety to be ensured at all times, the CACC controller must be designed to compensate for such time-varying and uncertain delays.
1.5 Platooning

Car-following models have been studied since the early 1950s, where the dynamics of a line of vehicles was developed by prescribing a specified following distance to be maintained [68]. Further research on implementing platoons through the use of feedback control has expanded in recent years due to the prevalence of ACC and CACC systems and rapid development of autonomous vehicle technology [9, 76, 46, 75].

Figure 8: A mixed vehicle platoon in the SARTRE project

Platooning is a viable solution to diminish human initiated traffic with an expected 10% reduction in fatalities and up to a 20% reduction in fuel consumption [71]. In addition to improvements in fuel economy, platooning has the potential to decrease wear and tear on vehicles that results from inefficient driving techniques such as hard acceleration and braking. It has been shown that signal feedback can be used to effectively control dynamic systems including multi-vehicle platoons [46, 75, 84]. Within a platoon, each vehicle is equipped with a controller, and the sensors measure whether the vehicle’s current velocity is equivalent to that which is required to maintain a safe fol-
lowing distance. In order to maximize the efficiency, platoons should be formed relatively large with five or more vehicles that are to remain intact for long distances [19]. Vehicles frequently entering and leaving the platoon would defeat the purpose of the tightly spaced formation, resulting in spacing errors and requiring vehicles to constantly brake and accelerate as in regular traffic flow. The separation process forces vehicles to travel apart and requires an immediate control response to accelerate or decelerate to accordingly adjust the inter-vehicle distance. Thus, maintaining formation and maximizing a platoon’s ability to remain intact for long distances is of primary importance.

Research on platooning often focuses on the concept of homogeneous or heterogeneous platoons. Homogeneous platoons refer to a string of vehicles with identical characteristics, including controller design, system performance, and acceleration and deceleration rates. Heterogeneous platoons refer to a string that includes vehicles that encompasses varying system dynamics. The concept of platooning with heterogeneous vehicles is increasingly difficult due to the varying bandwidths and latency (time delays) the communication system of each vehicle will exhibit [59].

The opportunities and challenges of platooning have been examined in both simulation and in implementation. In the early 1990s PATH investigated the aerodynamic performance of vehicle platoons. Vehicles were equipped with forward radar ranging systems and LAN communication systems [81]. The control algorithm used in the demonstration was designed based off of a simplified four state variable vehicle model. In implementation this involved the lead vehicle transmitting its time clock, velocity, and acceleration to the preceding vehicle. The preceding vehicle would then use this data to calculate the appropriate throttle and brake commands [13]. In the 1997 demo, a platoon of eight vehicles traveled with a constant inter-vehicle distance of 6.5 meters (21 feet) at highway speeds. From 2009 to 2012, the European Commission co-funded the Safe Road Trains for the Environment (SARTRE) project to study the effects
in regards to fuel consumption and safety. Contrary to previous projects which focused on platooning of one vehicle type, SARTRE focused on studying platoons of heterogeneous vehicles in a mixed-environment with non-automated traffic [12]. The results indicated that smaller inter-vehicle spacing increased fuel economy, however also presents more challenges for the control system [21].

Autonomous vehicle platooning involves both lateral and longitudinal control. The lateral control refers to the steering actuator control that keeps the vehicle in the detected lane, whereas the longitudinal control involves maintaining small inter-vehicle gaps between platooning vehicles [43]. Typically control methods focus on the facilitation of longitudinal formation control, however, a platoon lane changing maneuver for an entire platoon to change lanes safely and comfortably for the passengers was proposed by [37].

There has been extensive research on the effects of vehicles merging into and exiting platoons, as well as the consideration of vehicles platooning in adjoining lanes. The 2011 GCDC competition involved performing collaborative platooning in an urban and highway scenario in which two separate platoons were to join with minimal disturbances. The performance was evaluated based on the inter-vehicle gap distance, total platoon length, and string stability [26]. A criterion for maximizing the distance traveled in platoons is frequently modeled as an assignment optimization problem where vehicles are assigned to a lane based on their anticipated travel distance [19, 17, 34, 33]. Hall and Chin proposed a dynamic grouping and platoon splitting that sequenced vehicles in order of non-increasing destination [33]. This allowed vehicles with near destinations to drop out of the platoon while one vehicle could remain as the platoon leader throughout the entire duration of the platoon. The results demonstrated that lane assignment increased highway throughput, however resulted in higher wait times for vehicles to join platoons.

The control of multiple platooning vehicles is facilitated by three fundamental components including the vehicle dynamics, feedback controllers, and
a spacing policy [96]. There are two primary methods of constructing platoon control topology, one of which is referred to as the decentralized approach or local approach, as each vehicle acts independently based on its own perceptions and is responsible for its own safety. In this sense, controllers use local capacities to achieve global performance for the platoon [96]. The alternative is a global, or centralized approach, in which a platoon leader is assigned the task of ensuring the platoon’s safety by broadcasting information through V2V communication regarding speed, road hazards, and steering instructions to the following vehicles. Thereupon, vehicles would use this information to minimize the spacing error and velocity error between each preceding vehicle.

The control structure is imperative for ensuring that a platoon can be safely and effectively implemented. With ACC it would be difficult to maintain a tight inter-vehicle distance among all vehicles in the platoon, without the use of vehicle communication. All vehicles equipped with ACC may not be able to maintain precisely the same following distance due to manufacturer settings, reinforced by the fact that it may be impossible for vehicles in the platoon to be aware of the distance preceding vehicles are maintaining. In order for a consistent inter-vehicle distance to be maintained, all ACC systems must include the same spacing policy, whether it is based on the notion of time headway or a constant distance. In addition to the safety benefits and increased response time CACC is expected to facilitate, the communication of a designated spacing policy to be maintained throughout the platoon would also be extremely advantageous.
1.5.1 Safety Distance

Typically, with non-automated vehicles it is recommended to maintain a following distance based off of the two or three seconds rule. At a speed of 29 m/s (65 mph), the three seconds rule equates to an inter-vehicle distance of 88 meters. The incorporation of ACC and CACC in vehicles has been shown to greatly decrease the following distance to a possible distance of 6.5 meters [69, 71, 13].

A method for effectively regulating and specifying the inter-vehicle distance is imperative to facilitate platoon stability and safety at all times. The simplest mechanism is to maintain a constant inter-vehicle distance, however this approach has many pitfalls. First of all, determining a “safe” value, can be relatively fickle. A distance appropriate for one vehicle may not be sufficient for an alternate vehicle in the platoon due to the heterogeneity of the vehicles’ dynamics. Further, a distance that can be safely maintained at one velocity may become severely unsafe or unstable at higher or lower speeds. Consequently, the safe following distance criterion is typically recommended based on the concept of time headway, which is the elapsed time between when the preceding and the succeeding vehicle pass a given point [87]. With this method the following distance is commensurate with the velocity and can thus be calculated as shown in (5):

\[ d_{\text{min}} = t_h v_f \]  

(5)

where \( d_{\text{min}} \) is the inter-vehicle distance, \( t_h \) is the specified time headway, and \( v_f \) is the current velocity. As the velocity of the vehicle increases, the following distance will also increase. However, this formulation is not sufficient for complete stops, as when the vehicle’s velocity is zero, this minimum distance also becomes zero [39, 44]. As a result, it is necessary to add a safety buffer so that the inter-vehicle distance becomes:
\[ d_{\text{min}} = t_h v_f + d_{\text{safety}} \] \hspace{1cm} (6)

where \(d_{\text{safety}}\) is the inter-vehicle distance to be maintained when the vehicle is at a complete stop.

1.5.2 String Stability

String stability is a basic requirement in platoon control that ensures the inter-vehicular spacing errors of all vehicles within the platoon are bounded uniformly [45, 84]. A platoon is said to be string stable if a small disturbance is added to the “string”, and all vehicle states, such as the position, velocity, and acceleration, remain bounded. Moreover, all range errors must decrease as they propagate downstream the platoon [49]. If there is any perturbation to a preceding vehicle’s velocity or position, string stability will ensure that the spacing errors of succeeding vehicles do not fluctuate. A depiction of a string unstable platoon that includes varying inter-vehicle distances is presented in Figure 9.

\[ \text{D1} > \text{D2} > \text{D3} \]

Figure 9: Behavior of a string unstable platoon

String stability is essential for suppressing traffic flow instabilities in platoons. Without stability, the flow of vehicles could exhibit characteristics similar to non-automated, human initiated traffic today, as well as poor ride quality and an increased risk of collisions [69]. Such instabilities present themselves on roadways today as stop and go traffic on highways and in “phantom traffic jams”. The latter of which, arise due to no particular reason, absent of causes resulting from an accident, obstacle, or bottleneck [27]. In highly dense traffic, a small perturbation that causes one vehicle to brake, may cause the succeeding
vehicle to brake harder, which propagates in a shock-wave like form to the latter vehicles. This may eventually cause a complete standstill, resulting long after the initial cause has vanished [36]. In Horn’s research on traffic instabilities, it is also noted that string stability is not sufficient to guarantee the prevention of collisions in a platoon. Horn further mentions that in order to truly prevent traffic flow instabilities and disturbances from propagating in traffic, it is necessary to design a controller that considers both the preceding and succeeding vehicle.

There has been extensive research on string stability, often evidencing the complexity and difficulty of ensuring such in a platoon. String stability was first conceptualized in 1966, where Levine and Walters used optimal control theory to regulate a densely packed string of three vehicles [48]. The successive research of Peppard, Caudill, and Garrard that soon followed, examined the notion of stability more closely, discovering the issues spacing policies impose on a string of vehicles. It has been shown that using a constant spacing policy at all times regardless of the velocity, results in an unstable string of vehicles [67, 30]. However, further research evidenced that when each vehicle’s controller had reference to the speed of the platoon leader, string stability could be achieved using this policy [79]. Perhaps even more significant, is that [78] showed that it is necessary for vehicles to utilize vehicle-to-vehicle communication in order to maintain string stability with a constant inter-vehicle spacing policy.

More recent research has corroborated the requirements of string stability by further examining how the spacing policy affects platoon performance. The work of Swaroop in 1997 enhanced the research of Peppard, specifying that constant spacing only ensures weak string stability in that the platoon is not robust to perturbations resulting from actuator and sensor delays [84]. Chien and Ioannou proposed an alternative spacing policy based on the concept of time headway, which enables the inter-vehicle distance to be directly proportional to the velocity. This new control law was not based on the concept of
exchanging information between vehicles, yet resulted in string stability and an increased transient response when compared to human driver models [14]. Swaroop also examined the time headway spacing policy, determining that string stability decreases as the headway time decreases [84].

Furthermore, research has shown that the control structure can significantly affect the platoon’s ability to maintain string stability with decreased time headways. In particular, the results of the SARTRE project exemplified that with ACC, a time headway of at least 2.8 seconds is required in order for the platoon to be stable, while with CACC this time can be reduced to approximately 0.9 seconds [71]. Rajamani and Shaldover also examined the difference in performance of platooning vehicles equipped with ACC controllers versus with CACC controllers [69]. The work noted that in practice it is very difficult for vehicles equipped with ACC to achieve a time gap that is less than 1 second, which equates to a following distance of 30 meters (98.43 feet). This could provide a maximum traffic throughput of 3000 vehicles per hour. The addition of a cooperative ACC system that utilized information of the lead vehicle’s acceleration, demonstrated significant improvements in regards to ride quality, traffic throughput, and showed stability at following distances as low as 6.5 meters [69]. It was also exemplified that the higher bandwidth of the filters used in CACC system significantly improved the spacing accuracy.

The research of Vicente Milanés et al. is also noteworthy in regards to how ACC and CACC systems vary in perpetuating string stability. Four Infiniti M56s equipped with factory LiDAR-based ACC and a DSRC system were used to perform a series of tests to examine stability performance in platoons equipped with ACC and CACC systems [56]. One of the tests involved utilizing the factory ACC and then incorporating CACC to examine the difference in system performance. The ACC tests exhibited overshoots in velocity that amplified downstream the platoon, as well as significant delays of at most 15 seconds in response times. Although the commercially available ACC system
was designed with consideration of the notion of string stability, the fact that the system does not consider the velocities of vehicles ahead of the directly preceding vehicle, prevents the platoon from becoming truly string stable. Significantly, when the same vehicles were tested with the addition of DSRC the overshoot and prominent delays were completely eliminated. Vehicles were able to attenuate disturbances and did not have to decelerate at as high of rates because preceding vehicles could begin braking nearly simultaneously with the first vehicle.

Figure 10: Decentralized communication structures: (a) information is received only from the directly preceding vehicle (b) information is received only from the platoon leader (c) information is received from all preceding vehicles

The communication structure is also a vital component in maximizing string stability, as well as the overall performance of a platoon. An exemplary heterogeneous platoon is presented in Figure 10, where three of the most common communication structures are depicted. The first communication structure is
based on supplying vehicles with information regarding only the directly preceding vehicle. In the second approach, vehicles are supplied with information from only the platoon leader, while measuring the distance from the directly preceding vehicle. Vugts notes that the communicating the velocity and acceleration of the lead vehicle can have a significant effect on improving string stability because all vehicles in the platoon can reference the same vehicle [88]. However, this structure is based on the assumption that lead vehicle is the only vehicle that could suddenly change velocity, thus instilling a disturbance in a platoon. In reality, this cannot guarantee stability at all times, because any vehicle in the platoon could experience a system fault or be subject to a disturbance that causes it to suddenly brake. The third depicted communication structure is to supply the succeeding vehicles with information regarding the velocity and acceleration of all preceding vehicles in the platoon. This approach, however, significantly increases the complexity of the control algorithms due to the magnitude of data the controller must be able to process. Consequently, the system processing times could also be highly increased. An additional notable communication topology, not illustrated in the above figure, is based on the concept of a mini-platoon structure that could be used to avoid communication disturbances over long distances [84]. In this structure, the platoons would be broken into smaller groups and the last vehicle of the preceding group would become the reference vehicle for that succeeding platoon.
Chapter 2

ACC and CACC Controller Design and Evaluation

2.1 Introduction

Controller design is critical for ensuring safety and stability within a platoon at all times. This section presents the design and simulation of ACC and CACC controllers, whereby the former of which only considers the preceding vehicle’s position and velocity, and the latter represents an advanced controller that incorporates the preceding vehicle’s acceleration in addition to the position and velocity. The CACC controller is of primary interest in order to examine whether the communication of acceleration through V2V improves string stability, as well as the vehicle’s overall performance in terms of minimizing the position and velocity error.

2.2 Vehicle Dynamics Derivation

By definition, the derivative of displacement is equivalent to the velocity with respect to time. Further, the first derivative of velocity with respect to time is equal to the acceleration. The proposed controller is designed to regulate the inter-vehicle distance and to maintain a velocity equivalent to that of the preceding vehicle. A simplified kinematic model that is representative of all vehicles’ longitudinal dynamics can be represented as:
\[
\begin{align*}
\dot{P}_i(t) &= V_i(t) \\
\dot{V}_i(t) &= a_i(t)
\end{align*}
\]

(7)

where \( p_i(t), v_i(t), \) and \( a_i(t) \) respectively denote the position, velocity, and acceleration of vehicle \( i \) at time \( t \).

### 2.3 Controller Design

The objective of the controller is to minimize the position and velocity errors. The vehicle’s RADAR and LiDAR sensors measure the distance from the preceding vehicle and supply this data to the controller. Thereupon, this value is compared to the setpoint, which is the specified inter-vehicle distance. In this control design, the setpoint, denoted as \( d_{\text{min}} \), is speed dependent, calculated based on the principle of a time headway, which is represented as follows:

\[
d_{\text{min}} = t_h v_f + d_{\text{safety}}
\]

(8)

where \( t_h \) is the specified time headway, \( v_f \) is the current velocity, and \( d_{\text{safety}} \) is equal to the inter-vehicle distance to be maintained if the velocity is equal to zero.

If this distance is greater than the setpoint then the vehicle sends a signal to the throttle control that the velocity must be increased, whereas if the distance is smaller than the setpoint, the vehicle sends a brake signal. Moreover, if the distance is equal to the setpoint, the control signal has been effectively actuated and the vehicle can maintain velocity without further acceleration or deceleration. In essence, the position component of the controller also controls the velocity in that in order for the inter-vehicle distance to remain constant, the velocity must be equivalent to that of the preceding vehicle.
The control scheme can be further rationalized by considering a platoon of two vehicles, as depicted in Figure 11. Here the term preceding refers to the vehicle \( i - 1 \), whereas succeeding refers to vehicle \( i \). The difference in position of the succeeding and preceding vehicle will converge to the setpoint of \( d_{min} \) and must be greater than zero at all times, as shown in (9).

\[
P_p - P_s \to d_{min} > 0 \\
P_p - P_s - d_{min} = 0
\]  
(9)

Here \( P_p \) denotes the position of the preceding vehicle, \( P_s \) denotes the position of the succeeding vehicle, and \( d_{min} \) is equivalent to specified following distance.

The position error signal is notated as \( d_i \), shown in (10), which is equal to the relative distance between vehicle \( i \) and vehicle \( i - 1 \) and the difference between the setpoint.

\[
d_i = P_p - P_s - d_{min}
\]  
(10)

The second error signal is the difference in velocities of the two consecutive vehicles, whereby the magnitude of which determines the level of corrective control required. The difference in velocities is notated as \( \ddot{V} \) and is calculated as:

\[
\dot{d}_i = V_p - V_s = \ddot{V}
\]  
(11)
where $V_p$ is the velocity of the preceding vehicle and $V_s$ is the velocity of the succeeding vehicle.

By taking the third order derivative of $d_i$, the difference in the accelerations can be calculated as shown in (12). In essence, $\ddot{d}_i$ is the control signal $u$, as this is the parameter that is being controlled to either increase or decrease the vehicle’s velocity.

$$\ddot{d}_i = \dot{\tilde{V}} = a_p - a_s$$  \hspace{1cm} (12)

Here $a_p$ and $a_s$ are equal to the preceding and succeeding vehicle’s acceleration respectively.

The position and velocity of the vehicle are defined as the state-variables $d_i$ and $\tilde{V}$. Thus the system dynamics can be modeled in state space form, where $\mathbf{x}$ becomes a vector of the position and velocity, as shown in (13).

$$\mathbf{x} = \begin{bmatrix} d_i \\ \tilde{V} \end{bmatrix}$$  \hspace{1cm} (13)

### 2.3.1 ACC Controller Design

In the ACC controller design, it is assumed that the preceding vehicle’s acceleration is equivalent to zero, as the vehicle has no way of measuring this value without V2V communication. When the vehicles are in a steady platoon, the velocity remains constant, therefore the acceleration converges to zero. For the ACC controller design, $a_p$ is assumed to be zero, therefore (12) becomes:

$$\dot{\tilde{V}} = -a_s$$  \hspace{1cm} (14)

Consequently, the ACC controller output is simply equal to the acceleration or deceleration rate required to maintain a position and velocity error of zero.
Based on the system dynamics, the matrices $\mathbf{A}$, $\mathbf{B}$, $\mathbf{C}$, and $\mathbf{D}$ can be represented as follows.

\[
\begin{align*}
\mathbf{A} &= \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \\
\mathbf{B} &= \begin{bmatrix} 0 \\ -1 \end{bmatrix} \\
\mathbf{C} &= \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \\
\mathbf{D} &= 0
\end{align*}
\] (15)

A control gain of $k_p$ and $k_v$ are necessary for each of the respective error signals $d_i$ and $\ddot{V}$. Thus the matrix of gains can be represented as:

\[
\mathbf{K} = [k_d \ k_v]^T
\] (16)

where $k_p$ is equal to the position gain and $k_v$ is equal to the velocity gain.

Correspondingly, the closed-loop system dynamics can be represented in the following state-space form shown in (17) and (19). The ACC controller is denoted as $\mathbf{u}_s$, with a control output simply equivalent to the vehicle’s acceleration.

\[
\begin{bmatrix} \dot{d}_i \\ \ddot{V} \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} d_i \\ \ddot{V} \end{bmatrix} + \begin{bmatrix} 0 \\ -1 \end{bmatrix} \mathbf{u}_s
\] (17)

\[
\mathbf{u}_s = \begin{bmatrix} d_i k_d \\ \ddot{V} k_v \end{bmatrix} = a_s
\] (18)

\[
\mathbf{y} = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} d_i \\ \ddot{V} \end{bmatrix}
\] (19)
2.3.2 CACC Controller Design

Contrary to ACC, which has been commercially available in vehicles for nearly two decades, control structures for CACC are still being investigated due to the vast array of communication structures V2V can facilitate. In consequence, research on CACC consensus algorithms that can effectively utilize the transmitted information is expansive. Recently, methods for utilizing optimal control in combination with a CACC design have been proposed. In particular, a strategy utilizing model predictive control (MPC) was combined with a CACC controller to optimize the control output based on the predicted system behavior. The MPC based controller was compared with a CACC controller to examine how the performance varied, which demonstrated that the CACC controller had pitfalls and ultimately resulted in crashes [46]. Massera proposed a CACC controller based on the $l_\infty$-norm MPC capable of rejecting uncertainties of the lead vehicle’s acceleration. Moreover, the minimum safety distance was derived by solving an optimization problem that considers the lead vehicle’s braking capacity [85].

In this thesis, the CACC design is based upon the assumption that vehicles are equipped with a V2V communication system that allows for each vehicle to exchange information with one another, however ultimately make independent decisions. This controller can be considered as a distributed consensus algorithm in that it relies on the exchange of information through nearby agents. As the information states of local neighbors update through a communication network, vehicles receiving the data respond based on the deviation in their own state and that of the neighboring vehicles. In this particular decentralized CACC structure, the vehicle is assumed to only receive acceleration control signals from the directly preceding vehicle. Therefore the error signal $d_i$ will remain equivalent to that utilized in the ACC controller, however $\dot{V}$ is adapted so that the preceding vehicle’s acceleration is no longer assumed to be zero, as
shown in (20).

\[
\dot{V} = a_p - a_s \tag{20}
\]

When vehicles are maintaining a constant velocity \( a_p \) will converge to zero, however during instances when the velocity is increasing or decreasing, such as when a vehicle is joining the platoon or an imposed disturbance causes a vehicle to brake, the updated controller will ensure that the vehicle’s acceleration is at least equivalent to that of the preceding vehicle, if possible. The state space representation must also be updated accordingly, as shown below.

\[
\begin{bmatrix}
\dot{d}_i \\
\dot{\tilde{V}}
\end{bmatrix} =
\begin{bmatrix}
0 & 0 & d_i \\
0 & 0 & \tilde{V}
\end{bmatrix} +
\begin{bmatrix}
0 \\
-1
\end{bmatrix} u_s +
\begin{bmatrix}
0 \\
1
\end{bmatrix} u_p \tag{21}
\]

\[
u_{\text{CACC}} = u_s + u_p = a_s + a_p \tag{22}
\]

Thus, the CACC controller is based on a combination of the vehicle’s independent control signal and the control signal that is transmitted from the preceding vehicle, as presented in (22).

### 2.4 Simulation Formulation

The performance of the ACC and CACC controllers are evaluated in a set of simulations developed in the dynamic programming language Julia. There are two variations of the simulations, one of which involves a scenario in which the simulation begins prior to the complete formation of a platoon. The analysis of platoon joining is often limited, as the primary focus of research is to design controllers to maximize the string stability when a disturbance is added. Nonetheless, it is important to examine the behavior of vehicles when joining a platoon. The second variation of the simulation begins with vehicles have
already formed a platoon. This scenario is primarily used to examine how well string stability is maintained when a disturbance is imposed on the platoon.

The simulation framework that includes the platoon formation process is based on the following hypothetical highway scenario. There are \( n \) vehicles traveling longitudinally in a highway lane at velocities ranging from 20 m/s to 29 m/s with an acceleration rate ranging from 0 to 1.5 m/s\(^2\). The most forward vehicle is maintaining a steady velocity of 29 m/s. Vehicles start at a position in the highway lane ranging from 0 to 500 meters. Each pair of consecutive vehicles is randomly assigned an initial inter-vehicle gap ranging from a distance of 90 to 100 meters. All vehicles in this lane are interested in joining a platoon and begin this formation process at the start of the simulation.

When vehicles are in a steady platoon at the start of the simulation, the following hypothetical scenario is employed. All vehicles are traveling at a constant velocity of 29 m/s, with a time headway that can be manipulated to evaluate string stability. At time \( t \) a disturbance is added in the simulation that involves the speed limit changing from 29 m/s to approximately 20 m/s. Thereupon, the lead vehicle accordingly brakes at maximum capacity to adjust to the correct speed. The magnitude of the disturbance is relatively high in order to simulate a worst-case scenario incident in which the lead vehicle brakes at maximum capacity.

Furthermore, in all of the simulations, the following assumptions are made:

1. All vehicles in the platoon are autonomously driven equipped with an ACC or CACC system.

2. Vehicles that are simulated with a CACC controller have V2V communication systems that provide information regarding the preceding vehicle’s current acceleration.

3. Once a vehicle has joined the platoon, the vehicle does not exit the platoon.
(4) There are no external disturbances due to air drag or friction that alter a vehicle’s velocity during the course of the simulation.

(5) Only longitudinal vehicle control is applicable.

(6) The mass of the vehicle is negligible, as the vehicle’s braking and acceleration capacities are representative of the vehicle’s heterogeneity.

The vehicles represented in the simulation encompass heterogeneous dynamics, including that of the maximum acceleration and deceleration performance. In order to provide a realistic depiction of the variation in system dynamics that could be exhibited in a platoon of vehicles, the acceleration and braking rates of ACC equipped vehicles manufactured from 2013 to 2017 were chosen for the simulation. A list of the vehicles utilized is presented in Table 2. A zero to 60 mph test is a commonly used performance metric to evaluate the acceleration rates of vehicles. Zero to 60 Times is a website that compiles automotive statistics for zero to 60 tests conducted by automotive authorities [6]. The completion time for each vehicle was obtained, thereby the acceleration rate of the vehicle was derived by converting this time into a rate by using a simple kinematic equation shown in (23). The braking rates were derived from the 60 mph to zero braking tests performed by Edmunds. The measured stopping distance for this 60 mph change in speed can be converted to a deceleration rate, as shown in (24).

<table>
<thead>
<tr>
<th>Vehicle Model</th>
<th>0-60 Time (sec)</th>
<th>Max Acceleration Rate (m/s^2)</th>
<th>Max Braking Rate (m/s^2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2016 Volvo XC90 T8</td>
<td>5.5</td>
<td>4.88</td>
<td>-9.52</td>
</tr>
<tr>
<td>2015 BMW X5 M</td>
<td>3.5</td>
<td>7.66</td>
<td>-10.17</td>
</tr>
<tr>
<td>2013 Volkswagen Golf S TSI</td>
<td>7.3</td>
<td>3.67</td>
<td>-10.83</td>
</tr>
<tr>
<td>2015 Ford F-150 Lariat SuperCab</td>
<td>6.1</td>
<td>4.40</td>
<td>-8.94</td>
</tr>
<tr>
<td>2017 Mercedes C300</td>
<td>6.0</td>
<td>4.47</td>
<td>-10.35</td>
</tr>
<tr>
<td>2013 Lexus ES 300H</td>
<td>7.5</td>
<td>3.58</td>
<td>-9.15</td>
</tr>
<tr>
<td>2015 Tesla Model S P85D</td>
<td>3.1</td>
<td>8.65</td>
<td>-11.57</td>
</tr>
</tbody>
</table>

Table 2: ACC equipped vehicle acceleration and braking rates
\[ a_{\text{max}} = \frac{v_f - v_i}{\Delta t} \] \hspace{1cm} (23)

\[ a_{\text{min}} = \frac{v_f^2 - v_i^2}{2d} \] \hspace{1cm} (24)

Within the simulation the individual characteristics for each vehicle are declared by utilizing a dynamic type system. This allows for the code to be written without establishing the actual values to be manipulated until run time. Therefore parameters such as the maximum acceleration and braking rates, as well as the initial conditions for velocity and position can easily be changed for each vehicle using this system.

The simulations run on two Julia files, one of which is the module that includes the framework for each of the control functions and other attributes such as for creating a vehicle and updating the position and velocity parameters. The controller design is also established in this file, whereby the state-space matrices are defined when they are constant among all vehicles. The state-space representation will be equivalent for all vehicles, as it is not specifically designed based on individual system dynamics. There are multiple control functions to simulate the basic cruise control structure, which is applied to only the platoon leader, as well as the ACC and CACC which are utilized for the succeeding vehicles. Further, there is a file that allows for the varying characteristics to be declared and for the simulation data to easily be collected.

As previously explained, the controllers evaluate the position and velocity errors and calculate a control output signal to correct this error. In simulation, or implementation, it is necessary to add a further constraint to the control output. In reality each vehicle has a maximum capacity in regard to acceleration and braking rates. Without this constraint, the controller could potentially provide an acceleration or deceleration rate that significantly exceeds a vehicle’s
capability. To ensure that this does not occur, the control signal is verified through a series of checks. This is accomplished as follows.

First, the control output $a_u$ is evaluated against the maximum permissible acceleration a vehicle can carry out without exceeding the speed limit, denoted as $a_\ell$. This is a direct result from the difference in the road speed limit and vehicle’s current velocity. The formulation is derived from the kinematic equation as follows:

$$a_\ell = \frac{(v_{\text{max}} + v_{\text{buff}}) - v_f}{\Delta t} \quad (25)$$

where $v_{\text{max}}$ denotes the speed limit, $v_{\text{buff}}$ is a buffer for the amount a vehicle is allowed to travel over the speed limit, $v_f$ is equal to the current velocity, and $\Delta t$ is equivalent to the simulation time step. A buffer of $2.24 \text{ m/s}$ (5 mph) can be added to allow vehicles that are traveling at a velocity roughly the speed limit before joining the platoon, to accelerate in order to assemble with the preceding vehicles. If vehicles are not permitted to travel over the speed limit, this buffer can be set to zero. Based on this output, a further check is conducted to verify that this acceleration rate does not exceed the vehicle’s capacity, denoted as $a_{\text{max}}$. In the event that $a_\ell$ is greater than $a_{\text{max}}$, the minimum of the two values will be chosen. This is primarily useful in computing whether the vehicle can accelerate at all, as when the current velocity is equal to the speed limit, then $a_\ell$ will be equal to zero. Otherwise a small difference in velocities will cause the output to be extremely high. For example if the difference in velocities is $1.0 \text{ m/s}^2$ and the time step is equal to 0.01, the output will be equal to 100. Therefore, this will always allow for $a_{\text{max}}$ to be chosen correspondingly. This check is formulated as follows:

$$a_c = \min[a_\ell, a_{\text{max}}] \quad (26)$$
An “if statement” is utilized to account for the possibility that the vehicle is speeding, whereby $a_\ell$ would become negative. Without this further check, if the vehicle is speeding the output will signal be infeasible for the vehicle. If $a_\ell$ is negative, $a_c$ will be calculated as:

$$a_c = \max[a_\ell, a_{\text{min}}]$$  \hspace{1cm} (27)

A final constraint is added to calculate the acceleration output $a_s$. This verifies whether $a_c$ exceeds the control output signal $a_u$. To ensure that the minimum of $a_c$ and $a_u$ doesn’t violate the vehicle’s maximum braking capacity, the maximum of the aforementioned values will be chosen through the following formulation:

$$a_s = \max[a_{\text{min}}, \min(a_u, a_c)]$$  \hspace{1cm} (28)

The position and velocity of each vehicle updates throughout the simulation through a function that is supplied with the vehicle’s most recent position, velocity, acceleration, and the time step. This position and velocity are updated based on the controller’s acceleration output through the following kinematics equations:

$$p = v_i t + 0.5 a_f t^2$$  \hspace{1cm} (29)

$$v = v_i + a_f t$$  \hspace{1cm} (30)

where $v_i$ is equal to the vehicle’s most recent velocity at time step $t$ and $a_f$ is equal to the acceleration control output that has been verified not to exceed the vehicle’s capacity.
The performance of the controllers and inter-vehicle distance are evaluated in order to maximize the comfort and safety of the platoon. Comfort is defined as whether the ride quality is “smooth”, without jumps in acceleration or deceleration, and safety is defined as preventing a crash at all times. One of the most critical components in the evaluation of a controller in platooning is to examine string stability. Overall time-domain string stability, as presented in (31), is more desirable than the frequency domain stability, consequent to the fact that the frequency-domain approach may result in overshoot in the step response [88]. As presented by Vugts, string stability will be evaluated based on the following time-domain condition:

\[
\frac{\|a_s(t)\|_\infty}{\|a_p(t)\|_\infty} \leq 1 \quad \text{for } i \geq 2
\]  

(31)

where \(a_s\) and \(a_p\) refer to the acceleration of the succeeding and preceding vehicle respectively. In order for this condition to be met, the 1-norm of the acceleration response must be less than or equal to 1 at all times. The matrix 1-norm can be computed for each vehicle as shown in (32).

\[
\left\| \mathbf{a}_i \right\|_1 = \max \sum_{i=1}^{M} |a_i|
\]  

(32)

Moreover, the maximum of the sum of all values in the acceleration vector, which includes the acceleration of vehicle \(i\) at each time step in the simulation, can be computed. The ratio of this parameter for vehicle \(i\) and vehicle \(i - 1\) must be less than or equal to 1. A value greater than 1 is indicative of string instability. Disturbances are added into the simulation in order to evaluate how string stability is maintained. This also evidences whether stability enables vehicles to prevent crashes and limit the propagation of the inter-vehicle distance and velocity errors downstream the platoon. In this analysis, each pair of consecutive vehicles (i.e. vehicle 1 and vehicle 2) is considered a couple.
The string stability is evaluated on a two-car basis, whereupon maintaining consistent accelerations will allow for string stability to be maintained.

2.4.1 Kalman Gain Derivation

The Kalman gain values utilized in the simulation were determined using a linear quadratic regulator (LQR). LQR is a design technique to provide the matrix $K$ by minimizing the following performance index or cost function:

$$ J = \frac{1}{2} \int_0^\infty (x^T Q x + u^T R u) dt $$ (33)

where the state weight matrix $Q \geq 0$ and the input weighting matrix $R > 0$. The $Q$ and $R$ matrices signify the relative importance between the error and the level of control effort [63]. The weights reflect the importance of the $x_i$ and $u_i$ terms. As the values of $Q$ increase, the solutions of $x$ that require larger performance amplification will be excluded. The simplest choice for the weight of $Q$ is to set it equal to the state output $C$ matrix. $R$ can be determined by simulating varying magnitudes of $R$ in order to examine which value results in the desired transient performance.

When working with ACC and CACC it is desirable to have a transient response with minimal overshoot, as in reality overshoots would result in sudden deceleration or acceleration. It is also important to ensure that the vehicles are able to form a platoon as fast as possible while maintaining overdamped behavior. The research of Rajamani and Shladover showed that with ACC there is a notable trade-off in ride quality and spacing accuracy due to the noisy range rate signals of the ranging sensors [69]. Namely, small control gains lead to decreased spacing accuracy and larger control gains improve tracking accuracy, however result in poor ride quality. The aforementioned implies that vehicle would have hard acceleration and braking performance.
In order to examine how stability varies with the gain values, a range of R values were simulated at values ranging from 0.001 to 500. The simulation evidences that there is a trade-off as the value of R decreases. Specifically, as the value of R decreases the value of $K$ increases, which results in oscillations in the transient performance, as shown in Figure 12. As the R value increases, the transient response time increases, which causes it to take longer for all vehicles in the platoon to reach a steady-state. A final R value of 5.0 was chosen due to the lack of oscillatory transient response behavior, the expected smooth ride quality, and the stability it allows for both the ACC and CACC controllers. For the purposes of this comparison, an R value that can be used for both controllers is most desirable. With $R = 5.0$, the matrix of gains is equivalent to $K = [0.447214, 1.04615]$. 

Figure 12: Oscillations in transient performance resulting from too large of a gain
2.5 Simulation Results

2.5.1 Unconstrained ACC Controller

In order to validate the significance of the velocity and acceleration constraints presented in (25), (27), and (28), ACC controlled vehicles were simulated without any restriction on the maximum or minimum permissible velocity and acceleration. In this simulation vehicles maintained a constant velocity of 29 m/s and a spacing policy of 80.2 meters (263.12 feet). This is equivalent to the recommended 2.8 second time headway to achieve stability with ACC [71], with a spacing buffer of 1.0 meters at a velocity of zero.

As evident in Figure 13, the transient response time is significantly high. Moreover, the vehicles reach the steady-state, namely the time period it takes for vehicles to equalize their velocity to that of the leading vehicle, at a much faster rate. It is also evident that the platoon has a minimized velocity error, as vehicles reach an equivalent velocity in approximately 10 seconds. Nonetheless, this is accomplished in an unrealistic manner due to the high overshoot, which indicates the excessive magnitude of the velocities. Particularly in that the fifth
car reaches the highest velocity of 75.1 m/s (≈168 mph). In reality, vehicles would be dangerously exceeding the speed limit and the restrictions of the vehicle’s own speed limiter. The platoon’s behavior is also a quintessential depiction of string instability, as when a disturbance occurs at 12 seconds, the velocity error increases successively downstream the string of vehicles. It is evident that the velocity of each succeeding vehicle decreases at a higher rate, moreover each successive car has to brake harder to react to the disturbance.

![Acceleration vs. Time](image)

Figure 14: Vehicle acceleration rates with an unconstrained ACC controller

The acceleration plots can also be examined to exemplify how the acceleration of vehicles exceeds that of feasible capacity. Vehicle 2 reaches an acceleration of 86.5 m/s² and vehicle 5 exhibits a minimum acceleration, or braking capacity, of -30.3 m/s². It is also evident that the behavior of vehicles joining the platoon would be extremely uncomfortable in reality, as the vehicle is quickly accelerating up to a constant velocity and then braking at an extreme rate in order to maintain the specified speed.
2.5.2 ACC and CACC Controller Performance Comparison

The notion of string stability is indicative of the elimination of crashes and disturbance propagation downstream a platoon. In order to provide an effective comparison of both controllers, all unique vehicle characteristics, including acceleration and deceleration rates, as well as initial starting conditions, are maintained throughout all simulations. It must also be noted that each factor, and each combination thereof, can affect the platoon’s string stability. For example, when all parameters, including the steady-state velocity, the stopping buffer, and the severity of disturbances are preserved, however the time headway is increased, the string stability can diminish. Further, the deviation in the heterogeneous acceleration and deceleration rate also has an effect on the stability. When the Tesla Model S is taken out of the platoon and replaced with an alternate vehicle with rates equivalent to the Mercedes C300, for example, the CACC equipped platoon is capable of maintaining stability up to 0.5 seconds. However, with the inclusion of all vehicles noted in the Table 2, the CACC controller can maintain string stability at a time headway up to 0.7 seconds.

The first comparison of the two controllers is presented as a validation for the variable time headway spacing policy. The ACC and CACC controllers are simulated with a constant spacing policy in order to identify whether this provides any improvements in regard to string stability over the speed dependent policy. A further comparison of the two controllers is presented by examining how the controller design affects the performance of platoon joining. Lastly, the controllers are compared in regard to the disturbance mitigation, particularly in how string stability is maintained as the time headway is decreased, as well as in how the inter-vehicle and velocity errors propagate when the disturbance occurs.
Figure 15: ACC position and velocity errors with a constant spacing policy of 30 meters

Figure 16: CACC position and velocity errors with a constant spacing policy of 30 meters
By examining the simulation results of a platoon utilizing a constant spacing policy, it is found that string stability cannot be achieved under the ACC and CACC controller designs presented. Multiple constant inter-vehicle distances were tested, however in all cases, the platoons did not exhibit stability. As shown in Figure 15 and Figure 16, the ACC and CACC controllers display visible string unstable behavior, as the inter-vehicle distance and velocity errors increase significantly downstream the platoon. More importantly, the ACC inter-vehicle distance error reaches a maximum of -5.35 meters, indicating that the vehicles are 5.35 meters closer together than the spacing policy permits. As the permissible constant distance decreases, this could increase the probability of a crash. The CACC controller shows slightly improved performance in handling a constant inter-vehicle distance, however is still unable to maintain string stability. Overall it is shown that the inter-vehicle distance errors have a smaller deviation among all vehicles in the platoon leading to a 60% improvement in the mean spacing error when utilizing a CACC scheme. Nonetheless, due to the lack of stability achieved with a constant inter-vehicle distance, the time headway policy is utilized in the latter simulations.

The simulation results of the performance of ACC and CACC in regard to platoon formation are presented below.
Figure 17: ACC equipped vehicles joining a platoon with a time headway of 1.0 second

Figure 18: CACC equipped vehicles joining a platoon with a time headway of 1.0 second
The CACC controller does not result in a significant improvement over the ACC controller in regard to transient response, or the time in which vehicles can fully form a platoon. As visible in Figures 17 and 18, the ACC controller reaches the steady-state velocity in approximately 148 seconds, whereas the CACC controller reaches the steady-state at 150 seconds. When an ACC controller is joining a platoon, the control signals are not influenced by that of the preceding vehicle. Therefore the control output is only based on that vehicle’s position and velocity error. The fact that the CACC controller references the control outputs of the preceding vehicle, in addition to itself, causes a slight discrepancy when the directly preceding vehicle has just reached the steady-state velocity. In this case, the preceding vehicle’s controller will output a brake signal, which therefore causes that succeeding vehicle to brake preemptively. This method would be the safest in actualization, as the vehicle is informed nearly immediately that the preceding vehicles are braking. The ACC controller would instead have to measure that the preceding vehicles are braking through the velocity and position errors. Although this does not allow vehicles to join the platoon in the fastest manner, the two second difference can be considered marginal, as the benefits of improved safety are more consequential in implementation.

In addition to the examination of the performance difference in two controllers when joining a platoon, the controllers are also simulated beginning from the point that all vehicles are within a steady platoon. The results demonstrate that the magnitude of the control gain has a significant effect on the platoon’s stability. As the magnitude of R is increased, the control gains decrease, whereas when R is decreased, the control gains become larger. Larger gains improve the platoon’s transient performance, however also make the system more sensitive to changes. Further, when R is chosen as 0.7, ACC and CACC can maintain stability up to 0.8 and 0.5 seconds respectively. However, when R is set to 10, ACC and CACC can maintain stability up to 1.2 and 0.8 seconds.
respectively. Regardless of the gain values, there is consistently an approximate 0.3 to 0.4 second decrease in the stable time headway possible with a CACC controller. Overall, this indicates that on average CACC provides a 35% improvement in maintaining a decreased time headway and a consequent higher potential to increase traffic throughput.

Stability is evaluated for both controllers when $R$ is equal to 5, whereby $K = [0.447214, 1.04615]$ for all vehicles in the platoon. Correspondingly, vehicles equipped with an ACC controller can maintain stability at a time headway up to 1.0 second, which at a velocity of 29 m/s translates to a following distance of 30 meters. The CACC controller shows stability at a time headway up to 0.7 seconds, or a following distance of 21.3 meters.

In order to provide an effective comparison of the two controllers, vehicles with an ACC and CACC controller are simulated with a designated time headway of 1.0 second. The performance of each controller is evaluated based on the magnitude of the errors resulting in the velocity, acceleration, and inter-vehicle distance between each vehicle in the platoon. The results for each controller are presented below.
Figure 19: Vehicle velocity and acceleration propagation with an ACC controller

Figure 20: Vehicle velocity and acceleration propagation with a CACC controller
Figure 21: Position and velocity errors with an ACC controller

Figure 22: Position and velocity errors with a CACC controller
Figures 19 and 20 evidence the clear variations in the velocity and acceleration response of the ACC and CACC controllers. The improved response time with CACC is evident when the disturbance is added in at 10 seconds. The ACC controller results in a linearly decreasing velocity downstream the platoon. Moreover, it is conspicuous that the velocities do not change simultaneously, and are simply responding to the decrease in the directly preceding vehicle’s velocity, as this propagates down the platoon. It is also important to note the improvement CACC facilitates in the platoon’s overall response to the disturbance. The last vehicle in the platoon equipped with CACC controllers begins responding to the disturbance within approximately one second, while with an ACC controller the last vehicle responds in 2.02 seconds.

Furthermore, the acceleration plots illustrate the string stable behavior that both controllers facilitate, substantiated as the magnitude of the vehicles’ deceleration decreases downstream the platoon. With ACC the second vehicle has to brake the highest in response to the disturbance, however the succeeding vehicles do not exceed a deceleration of $-3 \, m/s^2$, indicating relatively smooth ride quality. When utilizing the CACC controller, the second vehicle begins to brake concurrently with the lead vehicle, which allows for the preceding vehicles to also respond to the disturbance at a faster rate. Due to the controller design, the second vehicle in the platoon reacts with increased intensity to the disturbance than with an ACC controller. With such, the second vehicle decelerates to $-5.91 \, m/s^2$ in 0.96 seconds, while with a CACC controller the second vehicle responds to the disturbance within 0.03 seconds, and decelerates to $-9.32 \, m/s^2$. This has both negative and positive repercussions. In accident mitigation, this is extremely advantageous for preemptively avoiding accidents, however, it could also cause unnecessarily discomforted ride quality. Both control designs prohibit collisions when a disturbance occurs, however the ACC evidences that this can be accomplished by decelerating at a decreased magnitude.
The control scheme is also shown to influence the magnitude of the inter-vehicle distance error, as shown in Figures 21 and 22. Ultimately, it is safer to have an inter-vehicle distance error greater than zero, because this implies that the vehicles are maintaining a larger following distance than specified. When this value becomes negative, this implies that the following distance is closer than the permissible value, which can increase the risk of a crash. Overall the ACC controller has minimal distance error, with a maximum value of approximately 0.2 meters, and a decreasing magnitude downstream the platoon. With the CACC controller the position errors stay relatively consistent among all vehicles in the platoon with a distance error of approximately 1 to 2 meters.

By examining the difference in vehicle velocities, it is evident that there is a higher velocity error among all vehicles equipped with ACC. However, the mean velocity error is not significantly greater than that of CACC due to the increased time it takes for all vehicles with CACC to recover from the disturbance and thus again reach equivalent velocities. While CACC facilitates a marginally improved mean velocity error, the ACC controller shows significant improvements in preventing inter-vehicle distance error. Specifically, the ACC controller is able to maintain an inter-vehicle distance error of 0.252 meters less than CACC.

To summarize, there is a trade-off in using the CACC controller. CACC facilitates a faster response to the change in velocity of preceding vehicles, which is due to the controller’s consideration of the preceding vehicle’s acceleration rate. However, it is this same consideration that causes the controller
to have an increased “recovery” time in again reaching steady-state once the disturbance has disseminated. After the disturbance occurs, preceding vehicles will remain braking and the transmission of this to the succeeding vehicles will cause them to unnecessarily brake also. Additionally, it is shown that although both controllers are able to prevent collisions, vehicles equipped with CACC brake at a higher magnitude than with ACC. If this behavior were to be consistent in actualization, ACC would result in improved ride quality. Even so, the CACC controller facilitates increased safety, in that it is capable of responding to changes in the preceding vehicles’ velocities at a faster rate.

2.6 Platoon Vehicle Sequence

Despite the vast array of research on platoon control structures and the examination of vehicle sequence based on anticipated travel distance [17, 18, 33], there ceases to exist an investigation on the concept of sequencing vehicles based on individual system dynamics. String stability is mathematically evaluated by calculating the 1-norm of two consecutive vehicles. Thus, it is plausible that when two vehicles with a high deviation in acceleration or deceleration performance are sequenced consecutively, string unstable behavior could result in the event of a disturbance.

As previously noted, upon the inclusion of the Tesla Model S dynamics, which were comprised of acceleration and braking capacities relatively higher than the other simulated vehicles, string stability became more difficult to attain at small time headways. Consequently, it is suspected that sequencing vehicles by acceleration and braking capacities can impact the preservation of string stability. In response, several simulations are run that emulate all possible permutations of the designated set of vehicles. With seven vehicles, there are a total of 5040 possible variations in which vehicles can be sequenced within the platoon. To effectively compare the results to the prior simulation, the ACC and CACC controllers are each simulated 5040 times at the previously stable
time headways of 1.0 second and 0.7 seconds respectively. Additionally, the magnitude of the disturbance remains identical to that imposed in the previous simulations, which involves all vehicles braking in response to a change in the lead vehicle’s velocity.

With an ACC controller, string stability can be achieved in all 5040 vehicle sequences. The previously noted stable time headway of 1.0 second remains effective for all sequences. Additionally, stability cannot be maintained with a time headway below 1.0 second in all permutations. It is also shown that the mean position and velocity errors do not vary in any sequence, however that the time it takes for vehicles to reach steady-state after the disturbance fluctuates marginally by the sequence, with a variance of 0.0017 seconds. CACC also maintains string stability in all sequences, with similar behavior in the fluctuations in the steady-state time by sequence, with a variance of 0.0076 seconds.

Although the sequence of vehicles does not have a significant impact on the string stability of platoons with ACC and CACC, it is expected that in both control schemes the sequence was not significantly pertinent due to the lack of significant variation in the vehicle deceleration rates. Moreover, this disturbance required vehicles to brake in response to a decrease in velocity, however, the variance in deceleration rates is relatively low with a magnitude of 0.8902. Due to regulations on braking standards, newly manufactured vehicles will not have significant variation in braking capacities, however, the acceleration rates are more specific to the vehicle design and manufacturer. In this particular set of vehicles there is a variance of 4.01 between the maximum acceleration rates. Consequently, vehicles are simulated with a disturbance that involves the lead vehicle increasing velocity, thus requiring vehicles to accelerate in response.

With a disturbance requiring acceleration responses, ACC performance improves. In particular, vehicles can maintain stability at a time headway as low as 0.6 seconds, which is 0.4 seconds lower than with a disturbance requir-
ing braking. Contrarily, the CACC performance declines and vehicles cannot maintain stability in all permutations. The impact that the sequence of vehicles imposes on CACC stability is exemplified in Table 4, whereupon each vehicle is represented based on the acceleration rates presented in Table 23. It is desirable to ensure that the quotient of the 1-norm of the succeeding and preceding vehicle is less than one at all times. Thus, there are six values for string stability that correspond to each pair of two consecutive vehicles in the platoon. If any of these values is greater than one, the platoon is considered to be unstable.

<table>
<thead>
<tr>
<th>Sequence Type</th>
<th>1.0</th>
<th>0.99999971</th>
<th>0.99999863</th>
<th>1.0000086</th>
<th>0.99999532</th>
<th>0.99999873</th>
</tr>
</thead>
<tbody>
<tr>
<td>Highest to lowest acceleration</td>
<td>1.0</td>
<td>0.9999995</td>
<td>0.99996795</td>
<td>1.00000016</td>
<td>0.9999927</td>
<td>1.0000249</td>
</tr>
<tr>
<td>Lowest to highest acceleration</td>
<td>1.0</td>
<td>0.9999988</td>
<td>0.999994724</td>
<td>0.99999954</td>
<td>0.99999995</td>
<td>0.99999788</td>
</tr>
</tbody>
</table>

Table 4: String stability in a CACC equipped platoon with vehicles sequenced by acceleration performance

The correlation between the permutation of vehicles and string stability is not as simple as sequencing vehicles in order of increasing or decreasing magnitude of acceleration rates. The results indicate that in such sequences, the platoon is not capable of meeting the string stable criterion. Moreover, it is evident that there is a more complex interaction between the permutation of vehicles and string stability. The preservation of string stability throughout the platoon can attributed to the magnitude of variation between the acceleration capacities of the vehicles. Based on the third sequence presented in Table 4, when the vehicle with the highest acceleration performance is placed as the platoon leader, string stability is facilitated in all permutations of the succeeding vehicles. This behavior is consistent when a disturbance requiring braking is imposed, whereupon CACC is able to maintain stability up to 0.6 seconds when the vehicle with the highest braking capacities is placed as the platoon leader.

Overall it is clear that the sequence of vehicles must be considered when affirming that a control design or a particular time headway can guarantee
stability. Realistically, it is appropriate to recommend time headways that can ensure stability for a wide range of possible sequences. The concept of precisely sequencing platooning vehicles based on acceleration or braking capacities is not realistic, as the rates could be subject to the wear and tear of vehicles and result in wasted idle time due to platoon sorting. However, it could one day be feasible to assign vehicles to lanes based on their mass or overall performance. For example, there could be designated lanes solely for one class of vehicle (i.e. heavy duty, sports car, midsize sedan). In this sense, vehicles with similar performance could be clustered together in lanes to allow for more a effective facilitation of string stability.
3.1 Introduction

The prevalence of time delays in any physical system is inevitable and often increases the difficulty and complexity of designing an effective control algorithm. The behavior of a system with time delays often shows degraded performance and stability as when compared to results based on the assumption that delays are not prevalent. In a multi-agent system, delays must be compensated for, especially in regard to multi-vehicle platooning. If the control systems are not designed to predict and accommodate for system delays, the small inter-vehicle gaps could become extremely dangerous.

The control designs and simulations presented in the previous chapter did not account for delays, thereby the results serve as a benchmark for an ideal platooning system. Within this chapter, time delays are examined by simulating vehicles with both constant and time-varying delays. The objective of this analysis is to examine whether string stability can be maintained when such delays are accounted for, and whether an updated policy can be constructed to improve the safety and stability of platoons when delays are prevalent.

3.2 Constant Time Delays

A Padé approximation is an effective method for approximating a time delay exhibited in a continuous time system through a rational function. The Laplace
transform of a time delay $\tau$ is equal to $e^{-s\tau}$, whereby the transfer function can be approximated by the Padé approximation formula. The constant time delay exhibited in each vehicle can be considered a summation of all delays present in that of actuators, sensors, and processing times. The delays can be characterized by the following first order Padé approximation:

$$e^{-\tau s} = \frac{1 - \frac{\tau}{2} s}{1 + \frac{\tau}{2} s}$$  \hspace{1cm} (34)

where $\tau$ is equivalent to the constant time delay in seconds.

Research has shown that expected sensor and actuator delay ranges from 0.1-0.3 seconds and 0.1-0.2 seconds respectively [90]. These time delays will be utilized for the ACC equipped vehicles. However, in vehicles equipped with CACC, an alternative time delay must be considered. This time delay results from the addition of network communication and data transmission between vehicles. In this simulation, the time delays will be based on the IEEE 802.11p standard for vehicle communication networks. The average end-to-end communication delay in IEEE 802.11p has been shown to be in a range of $\tau_{min} = 0$ seconds and $\tau_{max} = 0.1$ seconds.

In order to compensate for all delays resulting from the control system, as well as all actuators and sensors, the constant time delay encompasses a range of constant values of $\tau$ from 0.1 to 0.4 seconds. The constant time delay insinuates that each vehicle exhibits a delay that is non-varying and constant throughout the duration of the simulation.
3.2.1 Constant Time Delay Model Derivation

The delay can be considered as an additional operation that all control signals undergo prior to implementation, as illustrated in Figure 23. This accounts for all delays that will be present in the vehicle’s throttle response and the time it takes for the control system to process the data received from the RADAR, LiDAR, and communication systems. In order to combine the Padé approximation transfer function with the previously derived state-space represented vehicle dynamics, the function must be converted into state-space form. The system matrices can be represented as the following:

\[
\begin{align*}
A_\tau &= \begin{bmatrix} -\tau/2 \\ 1 \end{bmatrix}, \\
B_\tau &= \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \\
C_\tau &= \begin{bmatrix} -\tau \\ 1 \end{bmatrix}, \\
D_\tau &= 0
\end{align*}
\]  

(35)

where \(\tau\) is equivalent to the time delay in seconds. The constant delay and vehicle dynamics can then be aggregated in state-space representation for both the ACC and CACC controller as follows.

\[
\begin{align*}
A_2 &= \begin{bmatrix} A & BC_\tau \\ 0 & A_\tau \end{bmatrix}, \\
B_2 &= \begin{bmatrix} BD_\tau \\ B_\tau \end{bmatrix}, \\
C_2 &= I_3, \\
D_2 &= 0
\end{align*}
\]  

(36)
\[
A_{\text{ACC}} = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & \tau \\
0 & 0 & -\frac{\tau}{2}
\end{bmatrix} \quad B_{\text{ACC}} = \begin{bmatrix}
0 \\
-1 \\
1
\end{bmatrix} \quad C_{\text{ACC}} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\] (37)

\[
A_{\text{CACC}} = \begin{bmatrix}
0 & 1 & 0 \\
0 & 0 & -\tau \\
0 & 0 & -\frac{\tau}{2}
\end{bmatrix} \quad B_{\text{CACC}} = \begin{bmatrix}
0 \\
1 \\
1
\end{bmatrix} \quad C_{\text{CACC}} = \begin{bmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{bmatrix}
\] (38)

3.2.2 Constant Time Delay Simulation Results

The overall framework of the constant delay simulation is constructed so that the controller is calculating the corrective control action in real time, however to simulate the delay, this response is not executed until the corresponding delay time has passed. For instance, if the vehicle’s delay is \( \tau = 0.2 \) seconds, the controller will calculate the control response at time step \( t = 0.01 \), however this will not be implemented until 20 iterations later, where 0.2 seconds have passed in the simulation. This is performed by storing all of the computed control outputs and then updating the vehicle’s position and velocity based on the control signal calculated \( \tau \) seconds prior.

Vehicles are simulated with heterogeneous non-time-varying delays to examine the effect a constant time delay imposes on platoon performance. In this simulation each vehicle within the platoon is randomly assigned a time delay in the range of 0.1 to 0.4 seconds. For simplicity, the time delays are rounded to the nearest tenth. In order to provide a direct comparison to the non-delayed controllers, all vehicles are first simulated with the gains derived from the initial controller designs, so that \( K = [0.447214, 1.04615] \).

Secondly, each vehicle is simulated with gains derived from the non-identical state matrices. Consequent to the heterogeneity of the delays, each vehicle also encompasses a unique controller, in that the matrix of gains, \( K \), is diverse. As
previously noted, the LQR approach is used to derive $K$, which is dependent on $A$, $B$ and $C$. Since $A_{ACC}$ and $A_{CACC}$ are dependent on the magnitude of the delay $\tau$, the control gain will vary based on the vehicle’s delay. This facilitates a more realistic analysis of platooning in implementation, as in reality vehicles will not exhibit precisely the same delay, nor an identical controller design.

To effectively depict the performance variation from that of the non-delayed controller designs, equivalent tests are run to examine the platoon’s string stability and effectiveness in minimizing the position and velocity errors. Therein, the magnitudes of attributes such as the vehicle dynamics and the added disturbance are maintained as identical to that of the initial comparison. Moreover, the ACC and CACC simulations effectuate platoons consisting of vehicles sequenced in the same manner. The simulation results are presented below.
Figure 24: Vehicle velocity and acceleration propagation of an ACC controller with constant delays

Figure 25: Vehicle velocity and acceleration propagation of a CACC controller with constant delays
Figure 26: Position and velocity errors of an ACC controller with constant delays

Figure 27: Position and velocity errors of a CACC controller with constant delays
The incorporation of delays within each controller evidences contrasting performance to that of the non-delayed controllers. Specifically, the ACC controller shows improved capabilities over CACC in preserving string stability at small time headways. The addition of delays to the ACC system does not degrade performance, as string stability can be maintained at an equivalent time headway to the non-delayed controller with a spacing of 1.0 second. The overall behavior of ACC equipped vehicles remains relatively analogous with that of the non-delayed controller. The velocities, as shown in Figure 24, display a constant variation and the magnitude of deceleration decreases successively. The ACC mean position and velocity errors, noted in Table 5, show increased negative errors, indicating that the delay causes vehicles to become non-permissibly closer together, which did not occur with the non-delayed control scheme.

Contrarily, CACC exhibits declined performance particularly in maintaining string stability. When $K = [0.447214, 1.04615]$, CACC is not capable of meeting the string stability criterion at any time headway. The platoon with CACC also exhibits positive and negative propagation of the position and velocity errors, as visible in 5. This behavior shows a distinct pattern, in that every consecutive pair of vehicles shows the inverse magnitude of error. The transmission of the preceding vehicle’s acceleration rate causes declined performance when delays are prevalent. Although CACC cannot sustain a truly stable platoon, both controllers have a considerable improvement over the non-delayed controllers in response time. Significantly, ACC and CACC display a respective 37% and 73%
improvement over the non-delayed control disturbance response time. With ACC, the seventh vehicle responds to the disturbance in 1.39 seconds, while the seventh equipped CACC vehicle responds in 0.46 seconds.

The incorporation of system delays has a non-intuitive effect on the ACC performance. The delays cause the vehicles to brake at a higher capacity, therefore increasing the system response and ultimately allowing for string stability to be maintained at a lower time headway. For example, in the simulation of ACC vehicles without delays, vehicle 7 brakes at a maximum capacity of $1.56 \, \text{m/s}^2$, while with delays has to brake maximally at $2.22 \, \text{m/s}^2$. In essence, the vehicles compensate for the delay by braking harder, thereupon decreasing the platoon’s transient response time.

Each controller is also simulated with gains derived specific to the updated state-space matrices. It is shown that stability cannot be maintained while $R = 5.0$ for both the ACC and CACC controller. The system becomes unstable and has oscillatory performance. As the value of $R$ increases, the gain values decrease, which improves the delayed system stability. $R$ is chosen as 300.0, as this value allows for both controllers to maintain string stability with minimal oscillatory performance.
Figure 28: Vehicle velocity and acceleration propagation with a delayed ACC controller

Figure 29: Vehicle velocity and acceleration propagation with a delayed CACC controller
Table 6: Heterogeneous time delays and the corresponding gains derived through LQR control when \( R = 300.0 \)

<table>
<thead>
<tr>
<th>Vehicle</th>
<th>Delay</th>
<th>Gains</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>( K = [0.0577, 0.349] )</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>( K = [0.0577, 1.502] )</td>
</tr>
<tr>
<td>3</td>
<td>0.1</td>
<td>( K = [0.0577, 2.658] )</td>
</tr>
<tr>
<td>4</td>
<td>0.4</td>
<td>( K = [0.0577, 0.924] )</td>
</tr>
<tr>
<td>5</td>
<td>0.1</td>
<td>( K = [0.0577, 2.658] )</td>
</tr>
<tr>
<td>6</td>
<td>0.2</td>
<td>( K = [0.0577, 1.117] )</td>
</tr>
<tr>
<td>7</td>
<td>0.3</td>
<td>( K = [0.0577, 1.502] )</td>
</tr>
</tbody>
</table>

The resulting gains for each vehicle are presented in Table 6. With gains specific to the system dynamics, the ACC and CACC controllers can both attain string stability. Although CACC can maintain stability with a time headway up to 0.1 seconds, crashes occur when the time headway is less than 0.4 seconds. ACC can maintain stability up to 0.3 seconds, however cannot prevent crashes until the time headway is increased to 0.4 seconds. As is evident in Figures 28 and 29, the updated control gains cause both controllers to exhibit increased time in recovering from the disturbance. This is directly consequent to the relatively small gain values. However, when the gains are increased, both systems become unstable. Thereupon, a trade-off exists in that the small gains decrease response times, however enable stability. Overall, with a maximum delay of 0.4 seconds, both the ACC and CACC controllers encompass improved response times. Perhaps even more significant is that with the ACC system is capable of maintaining increased string stability at a smaller time headway than the CACC controller.

In order to further examine the correlation between delays and the improvement of the platoon’s performance, the maximum delay was increased to 0.5 and 0.6 seconds. With the increased delays ACC is no longer able to main-
tain stability and presents behavior comparable to the CACC controller. The results provide a marginal estimation of how delays can impact platooning performance, as in reality vehicles will not exhibit constant delays.

3.3 Time-Varying Delays

3.3.1 Integral Quadratic Constraints

Research on the robustness of control systems subject to the effects of uncertain dynamics has recently expanded due to the interest in distributed systems that exhibit time-varying delays, such as communication network channels [51, 41, 93]. In particular, the Lyapunov functional approach is most commonly used for time-domain analysis, whereas frequency-domain approaches are used to evaluate the system with respect to signal frequency [94]. In both techniques there are limitations, namely in that the Lyapunov approach utilizes a mathematical function to describe the system’s internal energy such as the Lyapunov-Razumikhin-Function (LRF) [23] and the Lyapunov-Krasovskii Functionals (LKF) [24] to derive conditions for delay stability. Such techniques can increase computational complexity, and thus the system processing times. Further, the alternative frequency-domain approach can only be used with a constant time delay assumption.

In consequence, Yuan proposed a method for control synthesis under the integral quadratic constraint (IQC) framework to account for time-varying and uncertain delays [94]. Integral quadratic constraints can be used to partially characterize the properties of several combinations of signals and perturbations that the dynamic system may exhibit [53]. Moreover, the IQC paradigm has proven to facilitate a robust control design, effectual in handling system uncertainties [54]. The fundamental advantages that the IQC method provides over the LRF/LKF-based approaches include that complex systems and various types of delays can be better accommodated and ultimately more accurate re-
results can be obtained [41, 95]. This is particularly due to the fact that utilizing an IQC framework allows for efficient analysis of the complexities presented by nonlinear, time-varying, and uncertain or distributed system dynamics.

### 3.4 Time-Varying Simulation Design

The IQC method is promising in the field of autonomous vehicle formation control due to the expected performance improvements the method can offer in terms of computing times and accuracy when time-varying delays are prevalent. The IQC delay scheme requires a permissible upper and lower bound for the system’s expected time delay. For ACC and CACC systems, these bounds are estimated based on the previously noted specifications for the IEEE 802.11p network and the actuator and sensor delays.

Due to the time-varying nature of the delays, the input delay function is assumed to follow a sinusoidal motion in time as:

\[ \tau(t) = r \sin(t) + (\bar{\tau} - r) \quad (39) \]

where \( r \) is equivalent to the delay frequency and \( \bar{\tau} \) is the maximum predicted delay. This function must satisfy that \( \tau \in [0, \bar{\tau}] \) and \( |\dot{\tau}(t)| \leq r < 1 \) when \( t \geq 0 \).

Based on the estimated delays with a lower bound of 0.1 and an upper bound of \( \bar{\tau} = 0.4 \), (39) and \( r \) respectively become:

\[ \tau(t) = 0.15 \sin(t) + 0.25 \quad (40) \]

\[ r = \dot{\tau}(t) = 0.15 \cos(t) = 0.15 \quad (41) \]

By applying the IQC approach, the following two IQC multipliers presented in [41] can be applied.
\[
\prod(s)_1 = \begin{bmatrix} |\phi(s)|^2 & 0 \\ 0 & -1 \end{bmatrix}, \quad \prod(s)_2 = \begin{bmatrix} |\gamma(s)|^2 & 0 \\ 0 & -1 \end{bmatrix}
\]  

(42)

where \( \phi(s) = k_1 \left( \frac{\dot{\gamma}^2 s^2 + c_1 \ddot{\tau} s}{\dot{\gamma}^2 s^2 + a_1 \ddot{\tau} s + k_1 c_1} \right) + \epsilon, \) \( \gamma(s) = k_2 \left( \frac{\dot{\gamma}^2 s^2 + c_2 \ddot{\tau} s}{\dot{\gamma}^2 s^2 + a_2 \ddot{\tau} s + b_2} \right) + \delta, \) \( k_1 = 1 + \frac{1}{\sqrt{1-r}}, \) \( a_1 = \sqrt{2k_1 c_1}, \) \( c_1 \) is any positive real number such that \( c_1 < 2k_1, \) \( k_2 = \sqrt{\frac{8}{2-r}}, \) \( a_2 = \sqrt{6.5 + 2b_2}, \) \( b_2 = \sqrt{50}, \) \( c_2 = \sqrt{12.5} \) and \( \epsilon \) and \( \delta \) are two arbitrarily chosen small positive numbers \([41, 94]\).

Thereupon, the gains are computed to be \( k_1 = 0.4083 \) and \( k_2 = 0.7817. \) The time-varying delay simulation is structured similarly to that of the constant delays, however all vehicles are assumed to encompass time-varying delays ranging from 0.1 to 0.4 seconds following the function presented in (40). In order to allow for each vehicle to encompass a heterogeneous time-varying delay, a randomly generated phase variable is incorporated into the delay input function so that each vehicle’s delay cycle initializes at a varying point based on the given range. Equivalent tests to that of the preceding simulations are applied to the IQC based controllers. The results are presented below.
Figure 30: ACC velocity and acceleration propagation with an IQC controller

Figure 31: CACC velocity and acceleration propagation with an IQC controller
Figure 32: ACC position and velocity errors with an IQC controller

Figure 33: CACC position and velocity errors with an IQC controller
The IQC based ACC controller is capable of maintaining string stability as low as 1.9 seconds, which demonstrates decreased performance from that of the non-delayed and constant delayed ACC control schemes. Nonetheless, the results are significant as when compared with a non-delayed ACC controller simulated with a time headway of 1.9 seconds, it is evident that the vehicles exhibit analogous performance in that of the tracking and velocity errors, as well as in the propagation of the magnitude of deceleration downstream the platoon. In particular, when delays are compensated for, all vehicles do not brake excessively in response to the disturbance thus demonstrating that platoon stability is preserved. The results also indicate that vehicles with delays have a slightly decreased response time, however, the IQC designed algorithm facilitates a decrease in the spacing error, indicating that on average vehicles are maintaining a more accurate inter-vehicle distance than with the standard ACC scheme. With a non-delayed ACC controller, the mean position error was equivalent to 0.33 meters, while with the IQC framework, this decreased to 0.18 meters. The incorporation of delays also did not increase the mean velocity error, which remained at an approximate -0.29 m/s in both cases. Further, the only evident performance degradation is in the transient response following the disturbance, which is slightly decreased when delays are present. Typically, delays will result in a decline in the platoon’s overall performance, however the time-varying delay compensation allows for vehicles not only to maintain akin performance to the non-delayed ACC scheme, however also facilitates improve-
ments in tracking capabilities.

Despite the significant performance preservation with an ACC/IQC based controller, the CACC controller shows declined performance, particularly in that it is no longer capable of maintaining stability at any time headway. In consequence, all metrics that facilitate smooth ride quality and stable behavior are severely degraded within CACC equipped vehicles. As illustrated in Figure 31, there is increased overshoot in the acceleration of the fifth and seventh vehicles in the platoon. The vehicles decelerate in response to the disturbance so rapidly that they then begin to accelerate to compensate for the resulting position and velocity errors. Thereupon, the vehicles must again brake to reach the steady-state acceleration of zero. This implies that the IQC derived gains are not sufficient for maintaining the stability in platoons with CACC. In reality this type of behavior would result in extremely uncomfortable and possibly dangerous ride quality. Although the overall disturbance recovery time is high, vehicles maintain a relatively expeditious initial response time, wherein the seventh ACC equipped vehicle responds to the disturbance in 1.37 seconds and CACC responds in 0.63 seconds.

In order to determine whether the platoon’s stability is proportional to the magnitude of the delays, vehicles are simulated with an increased and decreased delay range, specifically when $\bar{\tau}$ is equal to 0.1 through 0.5 seconds. The lower bound is maintained at 0.1 seconds, except when $\bar{\tau}$ is equal to 0.1, which in this case the lower bound is assumed to be zero. The corresponding gains are presented in Table 8.
As the upper bound of the delay decreases, the magnitude of $K$ also decreases. The delay bounds do not have a linear relationship with the controller performance. As the delay decreases, the ACC performance begins to deteriorate. Interestingly, when $\bar{\tau}$ is decreased to 0.3 seconds, ACC shows oscillatory behavior at a time headway of 1.9 seconds, and stability cannot be maintained until the time headway is increased to 3.3 seconds. As the maximum delay is further decreased, the transient response of both ACC and CACC shows increased oscillations, which is indicative of unstable behavior. Further, when the delay is increased to have an upper bound 0.5 seconds, ACC can no longer maintain string stability. In all cases, CACC cannot achieve the string stability criterion at any time headway.

The addition of delays in a system is often viewed as a negative factor, consequent to the well-known fact that delays can lead to performance degradation. Therefore intuitively it would seem that all systems encompassing delays would exhibit the same type of destabilization effect. However, it has been shown that in some systems, the prevalence of delays can actually improve stability [7, 60, 74]. In consequence, the concept of adding artificial delays into systems has been investigated and shown to be promising in regard to system stabilization [32, 29]. In several cases systems that cannot otherwise be stable reach stability with the artificial incorporation of delays. For example, [55] studied the effects of introducing constant and time-varying delays into the control law of a linear finite-dimensional single-input system. With the constant

<table>
<thead>
<tr>
<th>Delay Upper Bound $\bar{\tau}$</th>
<th>Control Gain $K$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>$[0.0024 \ 0.0042]$</td>
</tr>
<tr>
<td>0.3</td>
<td>$[0.1396 \ 0.2661]$</td>
</tr>
<tr>
<td>0.5</td>
<td>$[0.5410 \ 1.1374]$</td>
</tr>
</tbody>
</table>

Table 8: IQC derived controller gains based on upper bound $\bar{\tau}$
assumption, the delay could simply be treated as an additional parameter to be controlled, similar to the design of the constant delayed ACC and CACC controllers. In both cases, stabilization advancements were evident. Furthermore, Cao and Ren proposed a distributed consensus algorithm for multi-agent systems in which outdated state information is efficacious and therefore intentionally applied to advance system stability. It is shown that by storing the current and correctly chosen outdated system states, the consensus algorithm can converge faster without requiring an increased magnitude of control [10]. This is particularly relevant to the behavior vehicles equipped with the CACC controller display when delays are compensated for. The vehicles are able to respond to the disturbance faster by utilizing outdated or delayed state information.
Chapter 4

Conclusions and Future Work

4.1 Conclusions

This thesis presents the simulation and analysis of several control schemes to examine how string stability and the overall performance of multi-vehicle platoons is maintained during the presence of heterogeneous dynamics and time-varying delays. In all cases, vehicle dynamics are represented in state-space form to provide a simplistic control scheme for vehicles equipped with adaptive cruise control and cooperative adaptive cruise control.

It is shown that the magnitude of the control gain has a significant effect on the minimum time headway at which vehicles can maintain string stability, however that the overall performance difference between the ACC and CACC controllers remains relatively consistent. When delays are not considered, the CACC consensus algorithm shows a 35% improvement over ACC in regard to minimizing the time headway at which string stability can be preserved. Nonetheless, the CACC scheme does not result in improved minimization of the average position and velocity errors. In addition, a trade-off that the CACC algorithm imposes on platoon performance is evidenced. Although CACC consistently has a higher overall platoon response time (i.e. the time it takes for the last vehicle in the platoon to initially respond to the disturbance), the recovery time, namely the time it takes for all vehicles to again reach steady state, is increased when compared with an ACC controller. For instance, when preceding vehicles are still braking in response to the disturbance, the transmission of
this value to the succeeding vehicles causes them to unnecessarily increase the magnitude of their own deceleration.

It also must be noted that several other factors that are often unmentioned in literature, can drastically change the platoons stability. In particular, it is noticeable that the variation in each vehicle’s heterogeneous dynamics (the acceleration and braking capacities, as well as the magnitude of time delays) can affect string stability and overall performance. Moreover, the sequence of vehicles in the platoon appears to have a marginal effect on stability. For instance, if vehicles with high variation in acceleration and braking capacities are sequenced consecutively, this could increase the difficulty of meeting the string stability criterion. Naturally, if a disturbance that requires vehicles to brake at full capacity is presented, it will be more difficult for the stability criterion to be met when such high variation exists.

Further, the incorporation of both constant and time-varying delays facilitates a notable improvement in the ACC system performance. Significantly, ACC begins to show improved performance over the CACC scheme when delays are prevalent. With the constant delay assumption, ACC shows over a 100% improvement in the minimum stable time headway over the non-delayed controller. When compared with alternative methods to compensate for time-varying system delays, the IQC framework is expected to prompt increased performance in terms of accuracy and in limiting computational complexity. The performance preservation that the IQC based ACC controller facilitated reinforces the fact that the paradigm is particularly promising in the field of autonomous vehicle formation control.

The simulations can by no means serve as a solidification of how platoons exhibiting such characteristics will perform in implementation, as in reality there are numerous external disturbances that will be present at all times. For example, external forces due to air drag or rolling resistance will constantly work against the vehicle, limiting the possibility that the velocity and position errors
will ever truly be equivalent to zero. Nevertheless, the objective in platoon actualization must be to design a distributed control consensus algorithm that minimizes the position and velocity errors, thereupon facilitating string stability and safety at all times.

4.2 Future Work

One of the most notable findings in the analysis of the control schemes under time delays, is that the performance of ACC is significantly improved when delays are compensated for. It is well known that CACC typically demonstrates improvements over ACC, however the results in the presence of time delays are rather contradicting. Consequently, future work will consist of an investigation on whether artificial delays can be added into ACC schemes to improve the platoon’s string stability.

In addition, it is evident that the design of CACC consensus algorithms have much work for improvement. The communication structure, and thereby which vehicle states are transmitted to each vehicle, presents a significant field of research in itself. Communication structures must be further evaluated in order to identify the topology that results in the optimal platoon performance. Although the CACC consensus algorithm could not maintain stability under the IQC framework, it is suspected that this method could be highly advantageous in an alternatively designed CACC scheme. Future work will also consist of examining how the communication structure of CACC can improve string stability, specifically in the presence of time-varying delays.

Furthermore, there have been limited platooning schemes designed based on the system limits, namely in that of speed constraints and individual vehicle capacities. These limitations were instilled in the simulation through added constraints that were not incorporated in the controller design. Consequently, the controller was capable of producing control response signals that could significantly exceed the actuator capacity. In many cases the results demonstrate
that the restrictions also inhibit performance in terms of maintaining string sta-
bility and in reaching a steady-state velocity. It is proposed that a controller
that accounts for the maximum acceleration and braking capacities, as well as
the road speed limits, could be advantageous in designing proper gains and
control outputs for autonomous vehicle formation control. This could be facili-
tated by designing a control law that limits saturation by compensating for such
restrictions a priori to outputting a control signal that exceeds the actuator’s
maximum or minimum limits. The concept of actuator saturation control has
proven to be successful in improving system stability [38] and appears promis-
ing in providing increased stability in multi-vehicle platoons. Future research
will focus on the design of such a consensus algorithm specific to autonomous
vehicle formation control.
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